Comparative Analysis of Accuracy on Heart Disease Prediction using Classification Methods

ABSTRACT
A common term heart disease is nothing but a cardiovascular disease or a Coronary heart disease which reduces the efficiency and proper functioning of heart by blocking veins, artery or blood vessels around it. Coronary heart disease causes disability such as damage to the brain resulting in death. Based on Statistics [10] it indicates that range of age group from 25 to 69 have 25% risk of having heart diseases. Some vital causes for cardiovascular disease are, physical inactivity, smoking, consuming more junk food and addiction of alcohol which are major causes for stroke, chest pain, and heart attack. However because of the awareness about factors and symptoms that are responsible for heart problem, it is possible to predict any heart problem based on statistical analysis of medical records. However Data mining, a modern technique has provided an automatic way of analyzing data using standard classification methods. Though many classifiers are available in data mining that can be used to predict the heart problems, this paper emphasizes on finding the appropriate classifier that has the potential to give better accuracy by applying data mining techniques viz. Naïve Bayes, Support Vector machine and Logistic Regression.
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1. INTRODUCTION
Heart diseases especially coronary heart disease is a very fatal and dangerous disease because if patient ignores its earlier symptoms, which seems to be a warning signs, it gives no time to patient for recovery and eventually may lead to death on spot. This is called as heart attack. It happens because the function of the arteries is to supply oxygen rich blood to the heart but due to the fatty and other substance the plaque is formed which turns normal coronary artery into narrowing of the coronary artery. Coronary heart disease is a disorder in which a waxy element called plaque builds up inside the coronary arteries. Thus the flow of the blood to the heart can either slow down or stop as shown in the Fig 1.

Fig 1: Cause of Heart attack

The main factors which are responsible for coronary disorder are classified as controllable risk factors and uncontrollable risk factors. Some of the controllable risk factors include diabetes, smoking and obesity or excess weight, cholesterol, High blood pressure, lack of exercise and physical activity. Uncontrollable risk factors include family history, age, sex and previous medical disorders. Now a days Electronic Medical Records(EMR) and Electronic Health Records (EHR) has simplify and systematized the analysis part for detecting the patients problems, but prediction of diagnosis with accuracy is still a challenge among present researchers who are contributing in proposing and developing different methodologies in the field of critical Human diseases such as Cancer, heart disease, diabetes etc. Some of the contributions are mentioned in the next section which gives a brief description of activities going on presently.

2. LITERATURE SURVEY
There are different data mining techniques for classification [3].Performance analysis on different classification algorithms such as Decision tree, Naïve Bayes (NB), K-Nearest Neighbor (KNN), and Neural Networks (NN) are carried out. After evaluation it is found that NB gives more accuracy compared to other classifiers. Also the dimensionality of the data can be reduced by attribute selection methods. After reducing the data also it is found that Naïve Bayes gives more accuracy using correlation feature selection method.

There are another five models constructed of single and combined data mining technique that cares medical decisions in heart disease analysis and prediction. The five systems offer automatic pattern recognition and endeavors to find relationships among different parameters and symptoms of heart disease. Each system displays set of strengths and
limitations in terms of the type of data it handles, accuracy, and ease of understanding, reliability and generalization ability. Various data mining techniques such as Naïve Bayes, Support vector machine and decision tree are used [4].

Another method suggest to use data mining techniques such as Genetic Algorithm, Support Vector Machine (SVM), association rules, rough set theory and Neural Networks. Out of the above techniques Decision Tree and SVM is most effective for the heart disease. For future work, more Accuracy can be increased by increasing the attributes by using different data mining techniques [5].

This [6] paper discusses and presents the experiment that was executed with Naïve Bayes technique in order to build predictive model as an artificial diagnose for heart disease based on data set which contains set of parameters that were measured for individuals previously. Accuracy of the naïve bayes model achieved ratio (100%).

The three data mining techniques are used in this paper such as CART (Classification and Regression Tree), ID3 (Iterative Dichotomized 3) and decision table (DT) and also evaluated the performance of the three classifiers. Different classifiers are studied and the research is conducted to find the best classifier for calculating the patients Diagnosis. The best algorithm is CART which gives more accuracy [10].

This paper uses K-means clustering technique which is applied to find out clusters in data which are further used to remove hidden forms related to heart patients. In future work, they have planned to implement an expert system that would predict the probability of patient being Critical or at risk state using logistic regression algorithm and these extracted patterns [11].

3. PROPOSED METHODOLGY

There has been lots of work done on Coronary Heart disease classification and prediction using following data mining techniques.

- Naïve Bayes
- Decision tree
- K nearest neighbor
- Support vector machine

From the literature review it’s evident that although naïve Bayes and support vector machines are superior algorithms the accuracy has yet to be verified with larger data sets. So the proposed solution will work in three major modules.

First by increasing the size of the data set the accuracy of prediction would be computed. Suggestion based on the accuracy amongst the two algorithms with increased data sets would be made.

Second since logistic regression can also be used for prediction, a prediction model using logistic regression would be developed

Third a comparison based on the above three modules based on its accuracy would result in a best model for heart disease prediction.

The attributes which are majorly used are taken from the referenced paper [13] where attributes and its usage are mentioned in detail, those are as follows:

- Age
- Gender
- Chest pain
- Resting blood pressure
- Cholesterol
- Fasting blood sugar
- Resting electrocardiographic results
- Maximum heart rate achieved
- Exercise induced angina
- ST depression induced by exercise relative to rest
- Slope of the peak
- Number of major vessels colored by fluoroscopy
- Thalassemia

Steps of implementation are as follows:

1. Collect Data set that can be used for testing purpose (use of data Set from UCI Repository)
2. Implement Naïve Bayes Algorithm in such a way that it should be able to take data set as an input set of attributes values.
3. Implement Support Vector Machine in a similar way that can also take data set as input values.
4. Build a prediction Model using Logistic Regression Approach
5. Compare the Accuracy based on data and result analysis.

4. DATA SET

Data set from Data mining repository of University of California, Irvine (UCI) has been collected for testing purpose, which consists of collection of data set from Cleveland, Hungary, Switzerland and long beach and Stat log. Some set of Data from UCI Repository are depicted in figure 2.

Fig 2: Data set Sample [7]

4.1 Naïve Bayes Algorithm

Naïve Bayes algorithm is a good tool in medical diagnosis. For instance given a list of attributes named symptoms, it can speculate probability of a disease. Naïve Bayes consider
conditionally independent attributes. The classifier processes each attribute’s probability in a class. The highest posterior Probability class will be considered as result of the classification. Naïve Bayes is simple, efficient and good performance in classification. It also provides good accuracy for general purpose analysis. Due to its good accuracy it can be used in medical diagnosis. The basic approach that can be used is depicted in following figure 3.

4.2 Support Vector Machine (SVM):
A support vector machine is a classification type of method used to scrutinize data and recognize patters in a regression and classification analysis. Support vector machine (SVM) is used when your data is classified as two classes. An SVM recognizes and separates similar data by finding the best hyper plane that separates all data points of one class from those of the other class. Model becomes better when margins are larger between classes. A margin should not have points in its interior part. The support vectors are the data coordinates that are on the boundary of the margin. Mathematical functions are involved in SVM design which is frequently used to model real world problems. Its performance magnify with number of attributes [12].

4.3 Logistic Regression
It’s a type of statistical regression analysis method used for approximation and prediction of result of a definite dependent attributes. Dependent means it can take only some set of values for example binary values such as true or false, good or bad, on or off likewise. Logistic regression is mainly used for prediction besides that it can also be used in calculating the probability of success. Basically Logistic Regression involves fitting an equation of the form to the data:

\[ Y = b_0 + b_1x_1 + b_2x_2 + \ldots + b_nx_n \quad eq. 1 \]

The regression coefficients are usually estimated using maximum likelihood estimation. The maximum likelihood ratio helps to determine the statistical significance of independent variables on the dependent variables. The likelihood-ratio test assesses the contribution of individual predictors (independent variables). Then the probability (p) of each case is calculated using odds ratio,

\[ P/(1-P) = e^Y \quad eq. 2 \]

From this p–value is found out. This gives the probability or chance for the individual to have coronary heart disease [12].

5. RESULT ANALYSIS
5.1 Performance Analysis Metrics:
Performance will be evaluated based on following parameters:

\[ \text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{TN} + \text{FN}} \]

Where TP =true positives is the number of positive cases correctly classified

TN = true negatives is the number of negative cases correctly classified

FP =false positives is the number of negative cases incorrectly classified as positive

FN= false negatives is the number of positive cases incorrectly classified as negative.

This accuracy vary with the size of data set, so here a comparison table has been created to analyze the impact of size on each methods viz. Naïve, SVM and Logistic while providing accuracy that is depicted in fig. 4.

5.2 Graphical Analysis
Following graph is showing accuracy wise comparison of Naïve Bayes, SVM and Logistic Regression methods for large data set of more than 1000 entries. From this graph in figure 5, it can be concluded that Support vector Machine is more accurate as compare to other two.
6. CONCLUSION AND FUTURE WORK
In this paper, have discussed about the major classification techniques used in data mining for prediction of heart disease is discussed and with the help of accuracy analysis we have shown that SVM is better than other two methods when we have large data set of entries.

The system with SVM will help for early diagnosis of the heart disease for any given patient. This system when deployed can complement traditional heart disease detection system and can help not only the doctors but also the patients. This system can act as a boon for the medical industries for detection of the heart disease with better accuracy.
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