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ABSTRACT 

To be familiar with appropriateness of Neural Network in 

climate prediction and spatial interpolation, e comprehensive 

literature review of past 50 years is done and offered in this 

paper. And it is established that Neural Network such as BPN, 

RBF is best appropriate to be predicted chaotic behavior of 

climate variables like rainfall, rainfall runoff, and have efficient 

enough for prediction in long period. It is also found that Neural 

Network is significant for spatial interpolation of mean climate 

variables.   

Keywords 

Neural Network, Chaos, Prediction, Forecasting, Climate 

1. INTRODUCTION 
Climate prediction is one of the most imperative and demanding 

operational farm duties approved out through meteorological 

services world widely. It is also a complex process that includes 

multiple dedicated areas of skill. Researchers in this field have 

separated climate prediction procedures into two main branches 

in terms of numerical modeling and scientific processing of 

meteorological data. The most widespread techniques used for 

rainfall forecasting are the numerical and statistical methods. 

Still researches in these areas are being carried out for a long 

time; successes of these models are hardly ever observable. 

There is limited achievement in prediction the climate 

parameters using the empirically. The correctness of the models 

is needy upon the initial circumstances that are intrinsically 

unfinished. These systems are not clever to create acceptable 

consequences in local and short-term cases. The presentations, 

however, are unfortunate for long range prediction of climate 

still for the larger spatial scale and mainly, for the region of 

world where periodic monsoon happened. As an alternative, 

statistical methods in which climate time series are delighted as 

stochastic are extensively used for long-range predication of 

rainfall. India Meteorological Department (IMD) has been using 

statistical models for predicting monsoon rainfall. 

Karmakar et al., 2008, 2009, has found that, the unpredictability 

of monsoon rainfall over the Indian region or very small scale 

geographical Indian region is due to external forcing i.e., global 

weather parameter and also the internal inconsistency within the 

time series itself. If outside forcing is assumed to be same then 

also there remains unpredictability within the time series that 

can only be explained if we are capable to predict the internal 

dynamical behavior of the weather data time series. The pattern 

recognition and prediction in a deterministic approach through 

Neural Network technique based on back-propagation algorithm 

is established to be the well-organized way by which internal 

dynamics of chaotic time series data has been effectively 

recognized. Furthermore, pattern recognition and prediction 

have a longer lead-time as they can be made a year in advance. 

No other model apart from the neural network model so far has 

been intelligent to predict long-range climate. 

Neural Network came into sciences in 1986 which is talented to 

obtain liberate of the discussed complexity and sketching 

substantial awareness of research workers, as be capable of 

handle the chaos prediction problems better than the 

conventional existing statistical methods.  

The objective of this study is to expand and evaluate the neural 

network. This objective is considered via wide-ranging review 

of literature. It is found that, detail of discussion concerning the 

architecture of neural network for the same is rarely visible in 

the literature; however various applications of Neural Network 

are accessible. The paper has been created with the sections. 

Section 2 discussed a comprehensive review of world-wide 

contribution since 50 years. Results of the review has been 

discussed in section 3 and finally a conclusion is discussed in 

the section 4.  

2. COMPREHANSIVE LITERATURE 

REVIEW 

2.1 Rainfall Prediction 
After initial work of Walker [1, 2] several attempts by 

Gowariker et al.,  [3, 4], Thapliyal et al., [5, 6] have been made 

for developing better models for long-range forecasts of summer 

monsoon rainfall in India. Performance of the Gowariker et al., 

[4]; Rajeevan et al., [7, 8], Thapliyal et al., [9] regression models 

based on different sets of predictors have found to be 

satisfactory and reasonably accurate during last eleven years. 

These models are being extensively used by IMD for long-range 

forecasts of summer monsoon (June-September) rainfall over 

India as a whole. Recently, IMD has been trying to forecast for 

Indian sub regions and issuing long-range forecasts for three 

broad homogeneous regions of India, viz., Northwest India, 

Northeast India and the Peninsula through the updated three 

individual power regression models based on different sets of 

predictors [10]. However, Guhathakurta [11] found these 

statistical models to be successful in those years of normal 

monsoon rainfall and failed remarkably during the extreme 

monsoon years like 2002 and 2004. Also Rajeevan et al., 

Thapliyal et al., [5, 6, 8-10] have found that the statistical 
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models have many inherent limitations. Guhathakurta et al., [12] 

have observed that the correlations between monsoon rainfall 

and the predictors can never be perfect and there is no ultimate 

end in finding the best predictors. Parthasarathy et al., 

Hastenrath et al., [13, 14] have found they may suffer epochal 

changes and there may be cross-correlations between the 

parameters. Rajeevan et al., Guhathakurta,  Krishnamurthy et al.,  

Sahai et al.,  [9, 15-18] have found that attempts to forecast 

monsoon rainfall as well as climate parameters through 

statistical technique over smaller areas like a district, or 

monsoon periods such as a July, monsoon (June-September), 

have become unsuccessful as correlations fall drastically. 

Guhathakurta  [19, 20] has observed that the weather prediction 

over high-resolution geographical regions is very complicated. 

However, since 1986, the Neural Network technique has been 

drawing considerable attention of research workers, as it can 

handle the complex non-linearity problems better than the 

conventional existing statistical techniques. 

In the case study of The chaotic time series of Indian monsoon 

rainfall, Basu and Andharia,1992,have found that the resulting 

forecast formula uses only the rainfall of past seven years as 

predictors, making a forecast eight months in advance[21].  

After development of recurrent Sigma- Pi neural network 

rainfall forecasting system, Chow and Cho, 1997, have 

concluded that the neural network based now casting system is 

capable of providing a reliable rainfall now casting in Hong 

Kong [22].  

Lee et al., 1998, have found that RBF networks produced good 

prediction while the linear models poor prediction [23]. Hsieh, 

W.H. and B. Tang, 1998, applied various Neural Network 

models for prediction and analysis in meteorology data as well 

as oceanography data and have found Neural Network technique 

is extremely useful [24]. In another research Dawson and Wilby 

have found that, rainfall runoff modeling, the ability of the 

Neural Network to cope with missing data and to “learn” from 

the event currently being forecast in real time makes it an 

appealing alternative to conventional lumped or semi distributed 

flood forecasting models [25]. Guhathakurta et al., have found 

that performance of the hybrid model (model III), has been the 

best among all three models developed. RMSE of this hybrid 

model is 4.93%. As this hybrid model is showing good results it 

is now used by the IMD for experimental long range forecast of 

summer monsoon rainfall over India as a whole [26].  

Ricardo et al.,1999,  have used this technology for simulation of 

daily temperature for climate change over Portugal [27]. 

Wherein, performances of linear models and non-linear Neural 

Network are compared using a set of rigorous validation 

techniques. Finally, the non-linear Neural Network model is 

initialized with general circulation model output to construct 

scenarios of daily temperature at the present day (1970–79) and 

for a future decade (2090–99). Charles Jones and Pete Peterson, 

1999, [28] have completed a research at the University of 

California, Santa Barbara, California, for air surface temperature 

prediction over the city. Guhathakurta, 1999, [29,30] has 

implemented this technique for short-term prediction of surface 

ozone at Pune city. In this work multiple regression data 

analysis using Neural Network technique has been used. It has 

been observed that, the parallel model can be developed for all 

the major cities with different sets of related data but the 

network architecture will be different.  

After comparative study of short term rainfall prediction models 

for real time flood forecasting, E. Toth et al., have found that the 

time series analysis technique based on NEURAL NETWORK 

provides significant improvement in the flood forecasting 

accuracy in comparison to the use of simple rainfall prediction 

approaches [31] 

In 2001 Luk et al., have developed and compared three types of 

Neural Networks suitable for rainfall prediction i.e. multilayer 

feed forward neural network, Elman partial recurrent neural 

network and time delay neural network [32]. Michaelides et al., 

have found that Neural Network is a suitable tool for the study 

of the medium and long term climatic variability. The Neural 

Network models trained were capable of detecting even minor 

characteristics and differentiating between various classes [33].  

After a study of Radial Basis Function Neural Network 

(RBFNN), Chang et al., 2001, have found that RBFNN is a 

suitable technique for a rainfall runoff model for three hours 

ahead flood forecasting [34]. 

Brath et al., 2002, have presented time series analysis technique 

for improving the real time flood forecast by a deterministic 

lumped rainfall runoff model and they have concluded that apart 

from NEURAL NETWORKs with adaptive training , all the 

time series analysis techniques considered allow significant 

improvements if flood forecasting accuracy compared with the 

use of empirical rainfall predictors [35]. Using Neural Network 

for daily rainfall runoff modeling, Rajurkar et al., have found 

that coupling of Neural Network with a multiple-input single-

output model predicted the daily runoff values with high 

accuracy both in the training and validation periods [36]. For a 

rainfall runoff relationship Harun and Irwan, 2002, have 

concluded that the performance of neural network model is 

better than HEC-HMS and MLR models for modeling the 

rainfall runoff relationship [37]. Iseri et al., 2002, have 

developed medium term forecasting of August rainfall in 

Fukuoka city. In order to identify the sufficient predictors, the 

partial mutual information was used for the candidate predictors, 

which are Sea Surface Temperature anomalies (SSTa) in the 

Pacific Ocean and three climate indices. When data with lead 

times between one and twelve months were used to forecast 

August rainfall, it was found that a model with the North Pacific 

index and selected SSTa as inputs performed reasonably well 

[38].  

Silva and Snell et al., 2003, have applied this approach both in 

terms of predictive accuracy and model encompassing. This 

technology is currently being widely applied to climate 

prediction because of its ability to explain the complex behavior 

through time series as well as regression data analysis [39,40]. 

Richard  2003, has completed simulation of European climate, 

through this technique. In that study, Neural Network was used 

for linear regression analysis [41].  

In 2004 Maqsood  et al., have found that HFM is relatively less 

accurate and RBFN is relatively more reliable for the weather 

forecasting problems and in comparison the ensembles of neural 

networks produced the most accurate forecast [42]. After 

applying soft computing techniques Pasero and Moniaci, 2004, 

have found that the system is able to forecast the evolution of 

the parameters in next three hours giving previous indications 

about the possibility of rain, ice and fog [43]. Lekkas et al., 2004 

have used a multilayer back propagation network and found that 

BPNN will not always find the correct weight and biases fort the 

optimum solution, whereas their results supported the hypothesis 

that Neural Network can produce qualitative forecast. A 7 hour 

ahead forecast in particular proves to be of fairly high precision, 

especially when an error prediction technique is introduced to 

the Neural Network model [44]. Chang Shu and Donald H. 
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Burn, 2004, have found that artificial neural network ensembles 

generate improved flood estimates and are less sensitive to the 

choice of initial parameters when compared with a single 

artificial neural network [45]. In 2004 Nayak et al., have 

presented the application of an adaptive neuro-fuzzy inference 

system (ANFIS) to hydrologic time series modeling, and it was 

observed that the ANFIS model preserves the potential of the 

Neural Network approach fully, and eases the model building 

process [46]. M.Asce et al., 2004, have applied two Neural 

Network -hydrologic forecasting models and they found 

encouraging results indicating that Neural Network -hydrologic 

forecasting models can be considered an alternate and practical 

tool for stream-flow forecast [47]. In 2004 R.E. Abdel-Aal, 

studied alternative abductive networks approach, and concluded 

that the performance is significantly superior to naive forecasts 

based on persistence and climatology [48]. In coastal areas it is 

an enormous prediction of tidal level, Tsong-Lin Lee, 2004, has 

predicted long-term tidal level using back propagation neural 

network, as compare to conventional harmonic method, he 

concluded that back-propagation neural network mode also 

efficiently predicts the long-term tidal levels [49]. 

To estimate the maximum surface temperature and relative 

humidity a Feed forward multi-layered artificial neural network 

model is designed by Chaudhuri, and Chattopadhyay, in 2005, 

and stated that one hidden-layer neural network is an efficient 

forecasting tool by which an estimation of maximum surface 

temperature and maximum relative humidity can be obtained 

[50]. A further contribution of Gwo-Fong Lin* and Lu-Hsien 

Chen, 2005, in neural network is that, two hidden layers is 

developed to forecast typhoon rainfall, and it has been observed 

that the forecasting model can produce reasonable forecasts 

[51]. Using an innovation in the researches Jon Vandegriff et al., 

2005, have studied Forecasting space weather with Neural 

Network and they found that an artificial neural network can be 

trained to predict the shock arrival with better accuracy than 

existing methods [52]. Ozgur KISI, 2005, has selected three 

simple neural network (NN) architectures, i.e. Artificial Neural 

Networks, Auto-Regressive Models and sum of square errors, 

for comparison of forecasting probabilities and he found that 

NNs were able to produce better results than AR models when 

given the same data inputs [53]. Exploring the new concept, soft 

computing models based on Radial Basis Function Network for 

24-h weather forecasting, Maqsood et al., have concluded that 

the RBFN produces the most accurate forecasts compared to the 

MLP, ERNN and HFM [54].  

In 2006, Somvanshi et al., have proved that Neural Network 

model can be used as an appropriate forecasting tool to predict 

the rainfall, which out performs the ARIMA (Autoregressive 

Integrated Moving Average) model [55]. As in the previous 

researches we have observed that most of the researchers have 

been used Artificial Neural Network for various Neural 

Networkual predictions like rainfall, tide, temperature etc, but in 

this study Niravesh Srikalra and Chularat Tanprasert have used 

Artificial Neural Network for daily rainfall prediction in Chao 

Phraya River with Online Data Collection, and they found that it 

is possible to predict rainfall on daily basis with acceptably 

accuracy using Artificial Neural Network [56]. A.D. Kumarasiri 

and D.U.J. Sonnadara, 2006, have applied an innovative 

technique for rainfall forecasting using Artificial Neural 

Networks based on feed-forward back-propagation architecture. 

Three Neural Network models were developed; a one-day-ahead 

model for predicting the rainfall occurrence of the next day, 

which was able to make predictions with a 74.25% accuracy, 

and two long term forecasting models for monthly and yearly 

rainfall depth predictions with 58.33% and 76.67% accuracies 

within a 5% uncertainty level [57].  D. Nagesh et al., 2006, have 

used Artificial Intelligence techniques for forecasting regional 

rainfall and they found that this technique shows reasonably 

good accuracy for monthly and seasonal rainfall forecasting 

[58]. Guhathakurta, 2006, developed a model for rainfall 

forecast for the Kerala sub-division based on the area weighted 

value of all district forecast. The performance was found 

satisfactory than the statistical technique [59].  

As per the utmost necessities of the hydrologists around the 

globe, Bustami et al., 2007, have studied Neural Network for 

precipitation and water level prediction; they found that Neural 

Network is an effective tool in forecasting both missing 

precipitation and water level data [60]. Paras et al., 2007, have 

introduced a pioneering Feature Based Neural Network Model 

for Weather Forecasting and the results were very encouraging 

and it is found that the feature based forecasting model can 

make predictions with high degree of accuracy [61]. Mohsen 

Hayati, and Zahra Mohebi, 2007, have used Neural Network in a 

new experiment of short term temperature forecasting(STTF) 

and he found that MLP network has the minimum forecasting 

error and can be considered as a good method to model the 

STTF systems [62]. Using time series of draught indices with 

artificial neural network Morid et al., 2007, have tested number 

of different Neural Network models for both Effective Drought 

Index (EDI) and the Standard Precipitation Index (SPI) with the 

lead times of 1 to 12 months [63]. As load forecasting is an 

important prediction aspect for industrial sectors all over the 

world, Mohsen Hayati, and Yazdan Shirvany, 2007, have put in 

an approach for short term load forecasting (STLF) using 

Artificial Neural Network, and they concluded that MLP 

network has the minimum forecasting error and can be 

considered as a good method to model the STLF systems [64]. 

To apply a reliable and robust procedures for monthly 

reconstruction of precipitation time series, Lucio et al., 2007, 

have found that Artificial Neural Network  can be applied to 

explore the spatiotemporal dependence of meteorological 

attributes [65]. In another experiment HartmNeural Network et 

al., 2007, have found that the neural network algorithms are 

capable of explaining most of the rainfall variability even it can 

predict the summer rainfall also [66]. 

Aliev et al., 2008, have proposed, fuzzy recurrent neural 

network (FRNN) based time series forecasting method for 

solving forecasting problems, in an experiment and they found 

that The performance of the proposed method for forecasting 

fuzzy time series shows its high efficiency and effectiveness for 

a wide domain of application areas ranging from weather 

forecasting to plNeural Networking in economics and business 

[67]. Chattopadhyay and Chattopadhyay, 2008, have worked out 

to find out best hidden layer size for three layered neural net in 

predicting monsoon rainfall in India, and they have found that 

eleven-hidden-nodes three-layered neural network has more 

efficacy than asymptotic regression in the present forecasting 

task [68]. Hung et al., 2008, have developed a new Neural 

Network model for forecasting rainfall from 1 to 6 h ahead at 75 

rain gauge stations in the study area as forecast point from the 

data of 3 consecutive years (1997–1999), and they observed that 

the developed Neural Network model can be used for real-time 

rainfall forecasting and flood management [69].  In an 

comparative study between Artificial Intelligence and Artificial 

Neural Network for rainfall runoff modeling, Aytek et al.,2008, 

have found that genetic programming (GP) formulation 

performs quite well compared to results obtained by Neural 

Network s and is quite practical for use. It is concluded from the 
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results that GEP can be proposed as an alternative to Neural 

Network models [70].  Chattopadhyay et al.,2008, have studied 

the complexities in the relationship between rainfall and sea 

surface temperature (SST) anomalies during the winter monsoon 

using scatter plot matrices and autocorrelation functions, and 

they found that the statistical assessment revealed the potential 

of artificial neural network over exponential regression [71]. 

However Mar, and Naing, 2008, have tested more over 100 

cases by changing the number of input and hidden nodes from 1 

to 10 nodes, respectively, and only one output node in an 

optimum artificial neural network architecture and they 

concluded that 3 inputs-10 hiddens-1 output architecture model 

gives the best prediction result for monthly precipitation 

prediction [72].  

Karmakar et.al., 2008, have developed a Satellite Based 

Agriculture Meteorological Information System 

(AGRIMETCast) in the Context of Remote Places of 

Chhattisgarh Using Remote Sensing Data [73]. Again Karmakar 

et al., 2008, have developed the Neural Network models for 

Long-Range Meteorological Parameters Pattern Recognition 

over the Smaller Scale Geographical Region and the 

performances of these models in pattern recognition and 

prediction have been found to be extremely good [74].  

Hocaoglu et al., 2009, have developed adaptive neuro-fuzzy 

inference system for missing wind data forecasting [75]. In a 

Case Study on Jarahi Watershed, Karim Solaimani, 2009, has 

studied Rainfall-runoff Prediction Based on Artificial Neural 

Network and he found that Artificial Neural Network method is 

more appropriate and efficient to predict the river runoff than 

classical regression model [76]. KOŠCAK et al., 2009, have 

compared common meteorological forecasting method with 

Neural Network and he found the performance of Neural 

Network with high accuracy [77]. Karamouz et al., 2009, have 

experimented to perform long lead rainfall forecasting Using 

Statistical Downscaling and Artificial Neural Network 

Modeling; finally they found that the SDSM outperforms the 

NEURAL NETWORK model [78]. In a comparative study 

between ASTAR and ARIMA methods for rainfall forecasting 

in Indonesia Otok, and Suhartono, 2009,  have concluded that 

the best model is ASTAR model both in sample and out-sample 

data [79].  

It can be well-known that neural network can applied for most 

of the prediction aspects, Nekoukar et al., 2010, have used radial 

basis function neural network for financial time-series 

forecasting, and the result of their experiment shows the 

feasibility and effectiveness [80]. Weerasinghe et al., 2010, have 

tested the performance of neural network, in an experiment, for 

forecasting daily precipitation using multiple sources, A cluster 

of ten neighboring weather stations having 30 years of daily 

precipitation data (1970 – 1999) was used in training and testing 

the models. Twenty years of daily precipitation data were used 

to train the networks while ten years of daily precipitation data 

were used to test the effectiveness of the models. They found 

that the models were able to predict the occurrence of daily 

precipitation with an accuracy of 79±3% and Fuzzy 

classification produced a higher accuracy in predicting 'trace' 

precipitation than other categories [81]. Luenam et al, 2010 have 

presented a Neuro-Fuzzy approach for daily rainfall prediction, 

and their experimental results show that overall classification 

accuracy of the neuro-fuzzy classifier is satisfactory [82]. Wu et 

al., 2010 have attempted to seek a relatively optimal data-driven 

model for Rainfall time series forecasting using Modular 

Artificial Neural Networks, they found that the normal mode 

indicate, M- Neural Network performs the best among all four 

models, but the advantage of M-Neural Network over Neural 

Network is not significant in monthly rainfall series forecasting 

[83]. To predict the intensity of rainfall using artificial neural 

network Nastos et al., 2010 have developed prognostic models 

and they have proved that the results of the developed and 

applied Neural Network models showed a fairly reliable forecast 

of the rain intensity for the next four months [84]. Patil and 

Ghatol, 2010, have used various Neural Network topologies 

such as radial basis functions and multilayer perceptron with 

Levenberg Marquardt and momentum learning rules for 

predicting rainfall using local parameters and they found the 

topologies fit for the same task [85]. Tiron, and Gosav, 2010, 

have estimated rainfall from BARNOVA WSR-98 D Radar 

using Artificial Neural Network and the efficiency of Neural 

Network network in the estimation of the rain rate on the ground 

in comparison with that supplied by the weather radar is 

evaluated [86]. Goyal and Ojha, 2010, have focused their 

working on a concept of using dimensionless variables as input 

and output to Artificial Neural Network, finally they have 

concluded that Neural Network model using dimensionless 

variables were able to provide a better representation of rainfall–

runoff process in com-parison with the Neural Network models 

using process variables investigated in this study [87]. On the 

basis of humidity, dew point and pressure in India, Enireddy et 

al., 2010, have used the back propagation neural network model 

for predicting the rainfall. In the training they have obtained 

99.79% of accuracy and 94.28% in testing. From these results 

they have concluded that rainfall can predicted in future using 

the same method [88]. Haghizadeh et al., 2010, have proposed 

Neural Network model and Multiple Regression (MR) for 

prediction of total sediment at basin scale and they found that 

estimated rate of sediment yield by Artificial neural networks is 

much better fits with the observed data in comparison to MR 

model [89]. Subhajini and Raj, 2010, have put in a 

Computational Analysis of Optical Neural Network Models to 

Weather Forecasting; in this study they have compared 

Electronic Neural Network (ENN) model and opto-electronic 

neural network model. Overall their conclusion was, the training 

of opto-electronic neural network is fast compared to Neural 

Network. The accuracy of optoelectronic neural network is as 

good as ENN [90]. Durdu Omer Faruk, 2010, has experimented 

with A hybrid neural network and ARIMA model for water 

quality time series prediction. He has provided the results that 

the hybrid model provides much better accuracy over the 

ARIMA and neural network models for water quality 

predictions [91]. To identify and forecast the intensity of wind 

power and wind speed, Soman et al., 2010, have applied 

artificial neural network and hybrid techniques over different 

time-scales, they found the accuracy in prediction associated 

with wind power and speed, based on numeric weather 

prediction (NWP) [92].  

Forecasting daily rainfall at Mashhad Synoptic Station, Khalili 

et al., 2011, have applied Artificial Neural Networks model and 

they found that the black box model is capable of predicting the 

rainfall [93]. Pan et al., 2011, have experimented with feed 

forward neural network to predict Typhoon Rainfall. FNN is 

applied to estimate the residuals from the linear model to the 

differences between simulated rainfalls by a typhoon rainfall 

climatology model (TRCM) and observations and their results 

were satisfactory [94]. Joshi and Patel, 2011, have put in a 

review report on Rainfall-Runoff modeling using Neural 

Network, in the same study they have reviewed three neural 

network methods, Feed Forward Back Propagation (FFBP), 

Radial Basis Function (RBF) and Generalized Regression 

Neural Network (GRNN) and they have seen that GRNN flow 



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  

Foundation of Computer Science FCS, New York, USA 

Volume 10 – No.10, May 2016 – www.ijais.org 

 

37 

estimation performances were close to those of the FFBP, RBF 

and MLR [95]. El-Shafie et al., 2011, have developed two 

rainfall prediction models i.e. Artificial Neural Network model 

and Multi regression model (MLR). An analysis of two 

statistical models developed for rainfall forecast on yearly and 

monthly basis in Alexandria, Egypt shows that an Neural 

Network has a better performance than an MLR model [96].  

Rainfall forecasting in a mountainous region is a big task in 

itself Mekanik et al., 2011, have tried to do it using Neural 

Network modeling a feed forward Artificial Neural Network 

(Neural Network) rainfall model was developed to investigate its 

potentials in forecasting rainfall. A monthly feed forward multi 

layer perceptron neural network rainfall forecasting model was 

developed for a station in the west mountainous region of Iran 

[97]. The temperature has a great effect in forecasting rainfall 

Amanpreet Kaur,  and Harpreet Singh, 2011, have tested 

Artificial Neural Network in forecasting minimum temperature, 

they have used multi layer perceptron architecture to model the 

forecasting system and back propagation algorithm is used to 

train the network. They found that minimum temperature can be 

predicted with reasonable accuracy using Neural Network model 

[98]. El-Shafie et al., 2011, have proposed an idea of using 

adaptive neuro-fuzzy inference system based model for rainfall 

forecasting on monthly basis and they found that the ANFIS 

model showed higher rainfall forecasting accuracy and low error 

compared to the Neural Network model [99]. Tripathy et al., 

2011, have experimented with Artificial Neural Network and 

Particle Swarm Optimization (PSO) Technique for weather 

forecasting and their experimental results indicate that the 

proposed approach is useful for weather forecasting [100]. As 

we have observed that many of the scientists have used Neural 

Network and various Neural Network models for forecasting 

Rainfall, Temperature, Wind and Flood etc., El-Shafie et al., 

2011, have compared and studied Dynamic Vs Static neural 

network models for rainfall forecasting, they have developed AI 

based forecasting architectures using Multi-Layer Perceptron 

Neural Networks (MLPNN), Radial Basis Function Neural 

Networks (RBFNN) and Adaptive Neuron-Fuzzy Inference 

Systems (ANFIS), finally they concluded that the dynamic 

neural network namely IDNN could be suitable for modeling the 

temporal dimension of the rainfall pattern, thus, provides better 

forecasting accuracy [101]. Geetha and Selvaraj, 2011, have 

predicted Rainfall in Chennai using back propagation neural 

network model, by their research the mean monthly rainfall is 

predicted using Neural Network model. The model can perform 

well both in training and independent periods [102]. In various 

researches Artificial Neural Networks (have been extensively 

used for simulation of rainfall-runoff and other hydrological 

processes. Reshma et al., 2011, have applied Artificial Neural 

Network for determination of Distributed Rainfall- Runoff 

Model Parameters and they found that the Neural Network 

technique can be successfully employed for the purpose of 

estimation of model parameters of distributed rainfall-runoff 

model [103]. Mohan Raju et al., 2011, have developed Artificial 

Neural-Network-Based Models for the Simulation of Spring 

Discharge, as their training and testing results revealed that the 

models were predicting the weekly spring discharge 

satisfactorily [104]. Predicting groundwater level is somehow a 

difficult task now a day because it varies place to place and 

round the globe, Mayilvaganan, and Naidu, 2011, have 

attempted to forecast groundwater level of a watershed using 

Neural Network and Fuzzy Logic. A three-layer feed-forward 

NEURAL NETWORK was developed using the sigmoid 

function and the back propagation algorithm. Now it has been 

observed that Neural Network s perform significantly better than 

Fuzzy Logic [105]. El-shafie et al., 2011, have tried to use 

neural network and regression technique for rainfall-runoff 

prediction finally they concluded that the results showed that the 

feed forward back propagation Neural Network can describe the 

behaviour of rainfall-runoff relation more accurately than the 

classical regression model [106]. In another research integrated 

artificial neural network-fuzzy logic-wavelet model is employed 

to predict Long term rainfall by Afshin et al., 2011. The results 

of the integrated model showed superior results when compared 

to the two year forecasts to predict the six-month and Neural 

Networkual periods. As a result of the root mean squared error, 

predicting the two-year and Neural Networkual periods is 6.22 

and 7.11, respectively. However, the predicted six months shows 

13.15. [107]. Siou et al., 2011, have experimented with 

Complexity selection of a neural network model for flood 

forecasting, these models yield very good results, and the 

forecasted discharge values at the Lez spring are acceptable up 

to a 1-day forecasting horizon [108]. Saima et al., 2011, have 

reviewed on the various forecasting methods and hybrid models, 

they have put in a contradictory conclusion that there is no such 

model exists that can forecast accurately in all situations. This is 

because the distinct nature of the model [109]. 

At the end of literature survey from 1923 – 2012, In 2012, 

Sawaitul et al., have presented an approach for classification and 

prediction of future weather using back propagation algorithm, 

and discussed different models which were used in the past for 

weather forecasting, finally the study concludes that the new 

technology of wireless medium can be used for weather 

forecasting process. It also concludes that the Back Propagation 

Algorithm can also be applied on the weather forecasting data. 

Neural Networks are capable of modeling a weather forecast 

system [110]. 

2.2 Rainfall-Runoff Modeling 
The significant contributions in the field of R-R modelling from 

1979 to 2013 are reviewed and identified very vital 

methodologies. The major contributions are discussed in this 

section. Initial work of in this research area, Kitanindis  & Bras. 

(1979), have applied ridge regression technique and this 

technique Provides parameter estimates that seem more intuitive 

and it handles co- linearity problems in a consistent objective 

mNeural Networker and without endangering regression 

accuracy [115]. After that Kitanindis & Bras., (1980), have 

developed ‘kalman filter’ which is used in real time river 

discharge forecasting [116]. 

Martinec (1982) has found Deterministic approach require 

measurements of the snow covered area provided by remote 

sensing for short-term discharge forecasts [117]. Baumgartner et 

al., (1987) Derived the main input variable for a deterministic 

snowmelt runoff model (SRM), it is "guaranteed snow cover 

information" for a specific area and time [118].  Vandewiele.& 

Yu. (1992),  have  used statistical methodology for calibrating 

the models of given catchments is described, it reduces 

essentially to regression analysis, including residual analysis, 

sensitivity to calibration period and extrapolation test. The 

results of applying the new models are satisfactory from a 

statistical point of view [119]. 

In the major work in 1993, Shashikumar et al.,  have developed 

Snowmelt Runoff Model (SRM) using variables like 

temperature, precipitation and snow covered area along with 

some externally derived parameters like temperature lapse rate, 

degree-day factore  and this Snowmelt Runoff Model is useful 

for snowfed river basins, especially where meteorological and 

hydrological data are limited [120]. Kember, et al.,  has used 
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Nearest Neighbor Method (NNM), The NNM model is found to 

improved Forecasts as compared to Auto –Regressive Intgreted 

Moving Average (ARIMA) models [121].  

Seidel, et al., (1994) has observed Runoff  is computed by the 

SRM model with snow covered areas as well as temperature and 

precipitation forecasts as input variable. These runoff forecasts 

can be exploited, among other purposes, for optimizing the 

hydropower production and for tamely Decisions on the 

electricity market[122].Shi, et al., (1995) have used polarimetric 

model and polarimetric model shows that scattering mechanisms 

control the relationship between snow wetness and the 

copolarization signals in data from a multi-parameter synthetic  

aperture radar [123]. Franchinia, et al., (1996) have observed 

that  the stochastic storm transposition( SST) approach have 

been converted to a range of possible flood peak values using a 

rainfall-runoff model (the ARNO model) and a probabilistic 

disaggregation scheme of cumulative storm depths to hourly 

data. The SST approach has been extended to a probabilistic 

procedure for estimation of Neural Networkual exceedance 

probabilities of flood peaks by coupling it with a rainfall-runoff 

model [124].  

After the development of linear model as discussed above, a 

non-linear perturbation model (NLPM) for river flow 

forecasting is developed by Xia et  al., (1997) based on 

consideration of catchment wetness using an antecedent 

precipitation index (API). It is found that the NLPM-API model 

was significantly more efficient than the original linear 

perturbation model [125]. Franchini,et  al,1997, have  Compared 

several genetic  algorithm (GA)schemes, GA  is connected with 

a conceptual rainfall-runoff model, is such as to make the  GA 

algorithm relatively inefficient[126]. Bach, et  al., (1999) have  

developed forecast system uses hydrological model used for the 

translation of rainfall into runoff  and this model  has been 

modified to allow remote sensing inputs in an automated way 

using Geographical Information System (GIS) tools. This 

technique improve flood forecast through a better estimation of 

spatial input parameters [127].  

 The important contributions in 1999, A case study for 

Singapore rainfall data was done by Sivakumar, et al., The 

results indicated a noise level between 9 and 11% proposed a 

systematic approach to additive measurement noise reduction in 

chaotic hydrological (or any real) data, by coupling a noise level 

determination method and a noise reduction method. This 

approach uses the prediction accuracy as the main diagnostic 

tool to determine the most probable noise level, and the 

correlation dimension as a supplementary tool [128]. Sajikumar, 

et al., have implemented  a simple“black box” model to identify 

a direct mapping between the inputs and outputs without 

detailed consideration of the internal structure of the physical 

process and Compared with a conceptual rainfall-runoff model 

,it was  slightly better for a particular river flow-forecasting 

problem [129]. During the growth of NEURAL NETWORK 

concept, Dibike and Solomatine have analysed two types of 

NEURAL NETWORK architectures, namely multi-layer 

perceptron network (MLP) and radial basis function network 

(RBN) and have concluded that NEURAL NETWORK based  

forecast model is better than conceptual model[130]. 

In 2000, Gomez-Landesa and Rangol, have presented sub-pixel 

approach to obtain the percent of snow covered area in each 

Advanced Very Hight Resolution Radiometer (AVHRR) pixel, 

using chNeural Networkels 1 and 2 [131]. Schaper & Seidel., 

have used  GIS based extrapolation techniques to evaluate cloud 

and forest covered areas with respect  to snow cover and showed  

a method to calculate runoff from snow- and  icemelt using 

meteorological data and remote sensing derived snow and ice 

cover maps and address the problem of snow mapping of small 

basins with areas only 10 times the spatial resolution of the 

sensor using subpixel analysis [132]. Toth et al., have used 

linear stochastic auto-regressive moving average (ARMA) 

models, Neural Network and the non-parametric nearest-

neighbours method as well as analyse and compare the relative 

advantages and limitations of each time-series analysis 

technique, used for issuing rainfall forecasts for lead-times 

varying from 1 to 6 h. The results also indicate a significant 

improvement in the flood forecasting accuracy [133]. Mallor, et 

al., have develop a catchment runoff forecasting system which 

provides an ensemble of hydrograph Scenarios rather than a 

single uncertain estimation [134].  

In the considerable contributions in 2001, Sivapragasam, et al., 

Singular Spectrum Analysis (SSA) coupled with Support Vector 

Machine (SVM) techniques have been used and SSA–SVM 

technique found 58.75% improvement over non-linear 

prediction (NLP) in the runoff prediction for catchment [135]. 

Chang, et al., applied and modify  radial basis function (RBF) 

neural network (NN) and the modified RBF NN is capable of 

providing arbitrarily good prediction of flood flow up to three 

hours ahead [136].  

In  2002, G´omez-Landesa and Rango., have developed 

snowmelt runoff model (SRM )using NOAA–AVHRR satellite 

data as well as  Comparisons of forecasted and measured values 

for the first three basins with available 1998 data show quite 

good results (volume difference of 98%) for the largest basin 

(572.9 km2) [137]. Randall and Tagliarini.,  have used feed 

forward neural networks (FFNNs) technique and this technique 

provides better forecasting results rather than ARMA (Auto-

Regressive Moving Average) techniques [138]. CNeural 

Networkas, et al., have Used  neural network based approach 

with feedforward, MultiLayer Perceptrons (MLPs) and  this  

neural models applied to the rainfall runoff transformation 

problem could provide a useful tool for flood prediction water 

system [139]. Karna,et al., have combined assimilation 

technique with SAR observations to runoff model by applying a 

constrained iteration procedure and forward modelling of SAR 

observations then improves the performance of the discharge 

forecasting model [140]. Breath et al., presented time series 

analysis technique for improving the real time flood forecast by 

deterministic lumped rainfall runoff  model  and they have 

concluded that apart from Neural Networks with adaptive  

training, all the time series analysis techniques all the time series  

analysis  techniques considered allow significant improvements 

if flood forecasting accuracy compared with the use of empirical 

rainfall predictors [141].  

In the significant contributions in 2003, Mahabir,et al., have 

applied fuzzy logic modelling techniques and this technique 

provides more accurate quantitative forecast [142]. Slomatine 

and Dulal, have used Neural Networks and model trees (MTs) 

technique and concluded that Both techniques have almost 

similar performance for 1-h ahead prediction of runoff, but the 

result of the Neural Network is slightly better than the MT for 

higher lead times [143]. Gaume and  Gosset., have employed  

Feed Forward Artificial Neural Network (FFNN) and  The 

FFNN model appear to be better forecasting tools than linear 

models The FFNN model can be efficient only if those function 

are suitable for the process to be simulated [144]. 

The major work in 2004, Hossain et al., have studied satellite 

rainfall error model (SREM) to simulate passive microwave 
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(PM) and infrared (IR) satellite rainfall and it is useful for the 

design, plNeural Networking, and application assessment of 

satellite remote sensing in flood and flash flood forecasting 

[145]. Tigkas and Tsakiris, have Used software package Med 

basin based on the Deterministic lumped,conceptual model of 

FAO and MERO and the model performance is considered 

satisfactory  based on a number of application in hydrological 

basins in the Mediterranean region [146]. Murphy et al., have 

used HYSIM, is a hydrological simulation model with GIS and 

found satisfactory results being obtained across a wide variety of 

basins in terms of floods and droughts as well as the magnitude 

and frequency [147].  

In the significant contributions in 2005, Corani and Guariso 

have applied neural networks and fuzzy logic Technique and 

Performance improvements have been found by comparing the 

proposed framework approach with respect to traditional Neural 

Network for flood forecasting [148]. Khan & Coulibaly, have  

introduced a Bayesian learning approach for Neural Network 

modelling (BNN) of daily streamflows implemented with a 

multi-layer perceptron (MLP) and have concluded that BNN 

model is better than the non-Bayesian model for forecasting 

[149]. Valença, et al., have applied constructive neural networks 

model. This model was provided better representation of the 

daily average water inflow forecasting, than the models based on 

Box-Jenkins method, it was used on the Brazilian Electrical 

Sector [150]  Knebl et al., have developed a framework for 

regional scale flood modelling that integrates GIS, and a 

hydrological model (HEC- HMS/RAS). They proposed a 

methodology and developed a flood model that may be 

incorporated into both regional hydrological studies and/or a 

regional alert system for hazard mitigation [151]. Nayak, et al., 

have used fuzzy computing approach and have provided quick 

prediction based solely on forecast values and improved the 

forecasts at greater lead times [152].  

In  2006, Chang and Guo, proposed motes-based sensor network 

has three major modules, which are water level monitoring 

module, network video record module, and  data processing 

module and This technique provides  system architecture for 

final verification of flooding situation [153]. Ghedira, et al, have 

used Neural Network system and concluded that the 

performance of neural network reaches 82%, 10% higher than 

the filtering algorithm for the test data sets (not used in the 

neural network training process) [154]. Liu,et al., have studied 

time series Transfer Function Noise (TFN) of time series, the 

Grey system(GM), and the adaptive network based fuzzy 

inference system (ANFIS) and found  that adaptive network 

based fuzzy inference system (ANFIS) is better [155]. Li, et al., 

have applied Fuzzy neural network and this model increased the 

network ability to model complicate nonlinear problems such as 

runoff forecast. Khan and See, have studied one statistical and 

three Data-driven modelling (DDM) approaches and found that 

DDM is better than Statistical approach [156]. Huan, et al.,  

have applied hydrological model and Cellular Automata (Hydro 

CA  routing model) and found result  that the precision of 

topographic index (TOPMODEL) simulation can be improved 

by using HydroCA routing model from 64.7% to 71.0% and   

SCS simulation  from 54.7% to 57.5% [157]. Du, et al., have 

proposed Grid based digital elevation model (DEM)  with GIS 

and This  model can simulate reasonably well for the runoff 

hydrograph at the catchment outlet [158]. Tayfur, et al.,  have 

applied Neural Network fuzzy logic (FL)  and kinematic wave 

approximation (KWA) models and found Neural Network and 

FL models are used to predict runoff at a very small scale of a 

flume 6.9 m2, a larger scale of a plot 92.4 m2, and a small scale 

of a watershed 8.44 m2. it is easier to construct NEURAL 

NETWORK and FL models than KWA model[159]. 

In the important contributions in 2007, Cheng, et al., have 

proposed Bayesian forecasting system (BFS) framework, with 

back propagation neural network (BPN) and this technique not 

only increases forecasting precision greatly but also offers more 

information for flood control [160]. Jiang, et al., have introduced 

Fletcher-Reeves algorithm in BPN model and found that this 

model can enhance the convergence rate without increasing its 

complexity, so as to improve the forecasting precision of the 

BPN model [160]. Ju, et al., have used BPN model and studied 

comparison of with Xinanjiang model indicates that BPN 

performs well on the streamflow simulation and forecasting 

[161]. After using BPN, Broersen,  has introduced auto 

regressive moving average (ARMA) time-series models and its 

performed well for small samples [162 Ji & Bende, have applied 

SCEM-UA algorithm and the SCEM-UA algorithm is  used for 

nonlinear monthly runoff series prediction [163]. Moore, has 

developed Probability distributed model(PDM) and PDM is 

used for real time forecasting[164]. Lohani, et al., have used 

fuzzy logic technique and the fuzzy modelling approach is 

slightly better than the Neural Network [165]. Jenicek, studied  

hydrologic engineering centre-hydrologic modelling system  

(HEC-HMS),MIKE-SHE, sacramento-soil moisture account 

(SAC-SMA), niederschlag-abfluss simulation model (NASIM) 

,HBV and many others and found that These method are 

possible to use by solution of various types of hydrological  

tasks such as operational hydrology floods, drought protection 

or pollution transport modelling [166]. Jingbo, et al., have 

applied the statistic method of BDS and this technique is used in 

runoff forecasting [167]. 

In the noteworthy contributions in 2008, Lake and Funkquist, 

have applied three-dimensional baroclinic ocean model high 

resolution operational model (HIROMB) and one-dimensional 

biogeochemical model, swedish coastal and ocean 

biogeochemical model (SCOBI). This technique producing high 

quality daily algae forecasts which can be used in environmental 

surveillance and monitoring purposes [168]. Li and Yuan, have 

used data mining technology with Neural Network as well as 

this approach needs less input data requirement, less 

maintenance and performs more simple forecasting process and 

Good precision of forecasting [169]. Liu, et al, have designed 

Adaptive-Network Based Fuzzy Inference System (ANFIS) and 

concluded that ANFIS was better than ARMA Model [170]. Pei 

& Zhu, have used fuzzy inference technique and found that the 

results indicate that the model can effectively select the forecast 

factors and the forecast precision is improved [171]. Xu, et al., 

BPN model, distributed hydrological model had been used and 

the simulated results of the BPN model indicate a satisfactory 

performance in the daily-scale simulation than distributed 

hydrologic model [172]. Sang & Wang, have applied stochastic 

model for mid-to-long term runoff forecast is built by combining 

Wavelet Analyze (WA), Neural Network and hydrologic 

frequency analysis and Compared with traditional methods, this 

model is of higher accuracy, high eligible rate, and improve the 

performance of forecast results about the runoff series [173]. Liu 

& Jiang, have proposed nonlinear forecast modelling based on 

wavelet analysis. It is effective method and is able to provide 

good accuracy and efficiency and satisfying forecast results 

under different time scales [174]. Sun, et al, BP neural network 

model with space reconstruction theory and the result shows that 

the model has a very good forecast accuracy and value [175] 

.Liu, et al., have Improved Markov Chain Monte Carlo 

(MCMC) algorithm and  found Improved (MCMC) algorithm 
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which is useful for parameter estimation of complex modelling 

and uncertainty analysis [176]. Wiriyarattanakul, et al., have 

applied fuzzy support vector machine regression (FSVMR) and 

the FSVMR method is more effective and efficient in 

forecasting Runoff than the standard support vector machines 

regression (SVMR) [177]. Guo, et al., have proposed wavelet 

analysis and artificial neural network model and the result shows 

that this model can get a good result in simulating and predicting 

monthly runoff [178]. Remesan, et al., have used Neural 

Network Auto Regressive with exogenous input (NNARX) and 

adaptive neuro-fuzzy inference system (NIFS). ANFIS and 

NNARX models can be applied successfully in rainfall-runoff 

modelling to achieve highly accurate and reliable forecasting 

results [179]. Archer and Fowler, have used A multiple linear 

regression model and have concluded that the simple regression 

model based on observed surface precipitation and temperature 

is used for forecasting seasonal runoff [180]. Aytek,et al., have 

analyzed  genetic programming (GP) technique, Neural Network 

techniques:(i)the BPN  and (ii) generalized regression neural 

network (GRNN) methods and found that (GP) formulation 

performs quite well compared to results obtained by Neural 

Networks. Gene expression programming(GEP) can be 

proposed as an alternative to Neural Network models [181]. 

Solaimani, has used Artificial Neural Network  with feed 

forward back propagation and found the Neural Network 

method is more appropriate and efficient to predict the river 

runoff than classical regression model [182].  

In the significant contributions in 2009, Zhang, et al., have 

established error correction model based on the theory of co-

integration is established on the foundation of the stable data and 

concluded that the method has good development and 

application prospects in hydrological forecasting [183]. Ren and 

Hao, have Described mid-long term runoff prediction using 

moving windows autoregressive quadratic model 

(MWAQM).and Compared with Neural Network, the MWAQM 

has advantages that are simpler structure, less parameters and 

more convenient calculation [184]. Wang, et al., have used SQL 

Server, GIS. It provides important early warning and decision 

making Support on flood prevention with more friendly 

interface [185]. Ping has combined technique of Neural 

Network. Wavelet transformation and solving the non-stationary 

time series problem. This method is feasible and effective [186]. 

In the case study, Zhu and Pei have applied Wavelet Algorithm 

found that Forecast precision is improved [187]. Min and Wu 

have proposed local semi-linear regression (LSLR) technique 

and Experimental results show that this technique can achieve 

an accuracy of 86.68% while the error tolerance is only ±1.5% 

in flood seasons [188]. Lu & Chen, have combined the GIS 

technology with the hydrodynamic method and This method 

proves that it is very applicable and the calculation speed is 

quick and the calculation accuracy is high .At present, the 

method has been applied in the Three Gorges Reservoir’s real-

time operation [189]. Yan, et al., have used BP neural network 

model. BP model has high accuracy and can be used to forecast 

runoff and the sediment transport volume during the flood 

period and non-flood period [190].  In the duration of 

development of rainfall-runoff modelling Yan, et al., have 

proposed RBF and ccompared the RBF emulating results with 

the field data, the forecasting error is analyzed and the methods 

to improve the forecast precision [191] . Luna, et al., have 

applied fuzzy inference system (FIS) approach and have 

concluded that FIS approach is better than Soil Moisture 

Accounting Procedure (SMAP) approach .it is promising for 

daily runoff forecasting [192]. Sihui, has developed single 

element medium and long-term classification forecast model and 

the result indicates that the forecast model can describe the 

relationship between forecast factors and forecast object 

efficiently and accurately, the model is more credible, if the 

quantity of swatches is larger [193]. Guo, et al.,  have designed 

rough set theory (RST) approach, RST not only reduced the 

dimension and noise of the predictor variables dataset greatly in 

each grid, but also enhanced the performance of statistical 

downscaling models [194]. Acar, et al., have combined 

Snowmelt runoff model with GIS and it is used to forecast the 

river discharges [195]. Xu, et al., have used BPN and Compared 

between BPN models and four process-based models, namely a 

lumped model(Xinanjiang), a semi-distributed model (XXT), 

and ESSI and SWAT (two distributed models). It is found that 

all the four process-based models perform poorer compared with 

BPN models for I-day lead time to 20-day lead time [196].  Xui, 

et al., have applied TOPMODEL, Digital Elevation Model 

(DEM) and TOPMODEL can be used as a stream flow 

prediction tool and hence as an agricultural drought forecasting 

tool [197]. Feng and Zhang, have used back propagation Neural 

Network and found that the Neural Network technology is a 

relatively effective way of solving problems in forecast of 

surface runoff [198]. Hundecha, et al., have developed fuzzy 

logic-based rainfall-runoff model and have concluded that Fuzzy 

logic-based rainfall-runoff model is better than HBV model. 

This approach is easier and faster to work with [199]. Bulygina, 

et al., have used  base flow index (BFI) from HOST database 

and . HOST is a simple and potentially powerful method of 

conditioning the parameter space under current and future land 

management [200]. Hung, et al., have utilized NEURAL 

NETWORK technique and found that the superiority in 

performance of the NEURAL NETWORK model over that of 

the persistent model. NEURAL NETWORK improves the 

forecast accuracy and efficiency [201].  

In 2010, Dadhwala, et al., have proposed variable infiltration 

capacity (VIC) macro scale hydrological model. This model 

applies on hydrology of Mahanadi river basin and assesses land 

cover change impacts on stream flows at various locations along 

the river in the basin [202]. Kafle,et al., have proposed 

hydrologic engineering centre’s hydrologic modelling system 

(HEC-HMS version 3.0.1) with GIS and this model  predicted 

peak discharge (98% of observed value), on the same day [203]. 

Liu and Huagui, have designed gray dynamic analysis model 

and found that this model is used to predict hydrological factors 

and satisfactory performances are gained. So Prediction for the 

series has a certain accuracy and good results [204]. Longxi and 

Hong, have used one-dimensional hydrodynamics mathematical 

model and this model forecasts the changes of water level and 

flow ratio in high flow and low water periods [205]. Xu, et al., 

have utilized Support Vector Machine (SVM) based rainfall 

runoff models and It is found that both the process-based models 

TOPMODE and Xinanjiang model perform poorer compared 

with SVM model [206]. Deshmukh & Ghatol,et al, have applied 

that Neural Network -based short-term runoff forecasting 

system, Jordan neural network model, Elman neural network 

model and have concluded that Jordan neural Network is 

performing better as compare to Elman neural network in 

forecasting runoff for 3 hrs lead time [207]. Li, et al., have 

proposed snow emission model, which reveals quantitatively 

and visually the snow depth inversion error due to multi-solution 

inversion [208].Wang and Qiu, have applied adaptive network 

based fuzzy inference system (ANFIS) model and found ANFIS 

model has better forecasting performance than artificial neural 

network  model [209]. Wang, et al., have proposed support 

vector machine (SVM) model with chaotic genetic algorithm 

(CGA) and results is compared with the Neural Network 
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performance. It is found that the SVM-CGA model can give 

good prediction performance and more accurate prediction 

results [210]. Ding,et al., have Combined Least Squares Support 

Vector Machine (LS-SVM) model based on empirical mode 

decomposition(EMD) and have concluded that this technique 

reduced maximal relative prediction error  from 39.7% to 

11.6%.this model is better than linear regression model [211]. 

Liu,et al., have designed optimal subset regression and back 

propagation (OSR- BP) neural network model and the result 

shows that the stability of model is good and accuracy is 

satisfactory for long-term runoff prediction [212].Yan,et al.,  

have compared between BPN model and RBFN model and 

found that the BP model has high accuracy and can be used to 

forecast runoff and the RBF model should be improved by 

treating the input value reasonably, choosing the data number 

suitably [213]. Liu,et al., have proposed Shuffled Complex 

Evolution Metropolis algorithm (SCEM-UA) and have 

concluded that the SCEM-UA is much better than that by GA  

[214].  Huang & Tian, have applied multi-layer perception 

(MLP) with  BPN, or simply as MLP-BPN model and Neural 

Network -based forecasting model components aimed to 

enhance modeling efficiency of interactive runoff forecasting 

[215]. Jizhong,et al., have designed Adaptive regulation ant 

colony system algorithm (ARACS) and  RBF neural network  

combined to form ARACS-RBF  hybrid algorithm.this method 

improves forecast accuracy and improves the RBF neural 

network generalization capacity; it has a high computational 

precision, and in 98% of confidence level the average 

percentage error is not more than 6% [216]. Huang and Tian, 

have used support vector machine (SVM) based model with 

visual modelling system and found that the SVM shows slightly 

better performance both in the training and testing periods than 

the NEURAL NETWORK [217]. Pradhan,et al., have modified 

Soil conservation System (SCS) CN model with use of remote 

sensing and GIS technology and It is used for R-R estimation 

that considers parameter like slope, vegetation cover, area of 

watershed [218].  

In the considerable contributions in 2011, Case study of Urban 

water resources Crisis, Shengtang,et al., have proposed a method 

Based o Stormwater utilization method and Stormwater 

utilization method is effective to alleviate water crises [219]. Fu 

and Wei, have proposed  linear model formula With water 

resources network-node graph and it is used to the control 

amount of pollutants discharged into river [220]. Linke,et al., 

have applied conceptual rainfall runoff model based  on 

statistical “black-box” models and this model is used provides 

high quality weather forecasts and flood warning systems 

[221].Wang, has designed digital management model and  It 

plays important role in making flood control decision [222]. Ma, 

et al., have used combined model integrated chaos theory and 

wavelet analysis with support vector machine and this combined 

model is applicable to medium term and long term prediction. It 

is applicable for Neural Networkual runoff with small 

amplitudes with high forecasting accuracy [223]. Huaqil, et al., 

have integrated wavelet analysis and MNeural Network-Kendall 

(M-K) method with using discrete wavelet (DW) transform 

coefficients and this integration estimate the trend of time series, 

and apply a new road to analyze the multi-scale change 

character and short term forecast [224]. Hu, et al., have used 

SVM (Support Vector Machine) model and compared SVM 

model with a previous NEURAL NETWORK model and it is 

found that the SVM model performed better [225]. İlker et al., 

have applied NEURAL NETWORK  with coefficient of 

determination (R2) and root mean square error (RMSE) and 

found that the performance of the best Model using NEURAL 

NETWORK [226]. Huang & Wang, et al., have Proposed novel 

hybrid NN–GA(neural network - genetic algorithm ) and It 

showed that it increased the rainfall runoff forecasting accuracy 

more than any other model [227] Du and Zhu, have used 

universal Kriging forecast model based on geostatistics theory 

and It is applied to forecast Neural Networkual runoff [228]. 

Zhenmin, et al., have combined the neural network rainfall 

forecast model  with genetic algorithm and GIS and found that 

the model efficiently improved forecast precision and speed 

[229]. Zhang and Wang, have applied wavelet- artificial fuzzy 

neural network( ANFIS ) model and The result shows that, the 

prediction accuracy rises a lot, and it is fit to used in daily runoff 

predict [230]. Yan, et al., have integrated SVM model with 

rainfall and GIS factor and this model have been taken the 

rainfall and the vegetation coverage factors as input factors, 

could achieve a good effect [231]. Yanxun, et al., have 

developed runoff forecasting model using system theory with 

time series and it can be used for runoff forecasting and then for 

the groundwater resources evaluation [232]. Weilin, et al., have 

developed forecasting model for runoff, based on multivariate 

phase space reconstruction with neural network and partial least 

square method (PLS) and the result shows the multivariate 

model improves the prediction accuracy over univariate time 

series one [233]. Aiyun and Jiahai, have Combined the Wavelet 

analysis and Artificial Neural network (BP algorithm) and found 

that this model has a better capability of simulation for the 

process of monthly runoff and the model used to predict with a 

higher accuracy [234]. Zhang & Lai, have proposed recurrent 

neural network based predictive model trained by a combination 

of particle swarm optimization and evolutionary algorithm. 

Proposed model ensure an accurate prediction on the urban 

runoff quantity. This provides an excellent prediction method 

for the stormwater runoff monitoring [235]. Chen, et al, have 

improved GIS-based TOPMODEL and found that the Improved 

TOPMODEL can be used for forecasting operations [236]. Chen 

& Li, have Combined HBV model with GIS and Improved HBV 

model can be applied to partial rain-storm flood forecast in small 

drainage basin [237]. Liang, et al., have Developed web-based 

system served as real-time rainfall-runoff forecast, which is 

capable of forecasting runoff generation, predicting rainfall, 

evaporation, calculating subsurface runoff and analyzing water 

balance [238]. Limlahapun, et al., have integrated flood 

forecasting model with the web-based system and found that it is 

improve flood monitoring, information distribution and an alert 

system [239]. Wu & chau, have designed Neural Network, 

modular artificial neural network (M- Neural Network) with 

singular spectrum analysis (SSA) and the Neural Network R-R 

model coupled with SSA is more promising compare to Neural 

Network and LR models [240]. Wanga,et al., have used a 

predictive ocean atmosphere model for Australia (POAMA), 

conceptual rainfall-runoff model SIMHYD and POAMA 

forecasts as forcing improved forecasting skills significantly 

only for monthly forecasts, but not for three-monthly forecasts 

[241]. 

In 2012, Patil & Patil, have reviewed the different forecasting 

algorithm algorithms of rainfall- runoff  modelling and find out 

pros and cons of these algorithms and suggest framework of new 

algorithm for Rainfall runoff modeling which gives better water 

consumption [242]. Brocca, et al., two real data and two 

synthetic experiments have been carried out to assess the effects 

of assimilating soil moisture estimates into a two-layer rainfall–

runoff model. By using the ensemble Kalman filter, both the 

surface- and root-zone soil moisture (RZSM) products derived 

by the advanced SCAT terometer (ASCAT) have been 

assimilated and the model performance on flood estimation is 
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analyzed and The results of the synthetic experiments confirm 

the higher impact of the assimilation of root-zone soil moisture 

(RZSM) with respect to the surface soil moisture product [243]. 

Shengtang, et al., have developed a model Based on soil and 

water conservation activities (SWCA.) and the distributed 

hydrological models promised a good way to simulate the 

hydrological effects of SWCA [244]. Shah, et al., have applied 

hybrid approach of Possibilitic fuzzy C-mean and Interval type-

2 Fuzzy logic methods and this approach can help in plNeural 

Networking and reforming the agriculture structure, storm water 

management, runoff, and pollution control system, In addition, 

the accurate rainfall prediction [245]. the objective of 

minimizing energy consumption is designed by  Xiao-lin, et al.,  

have proposed a multi scenario model of hydrothermal optimal 

operation [246]. Bell,et al., have combined Support Vector 

Machine with sequential minimum optimization (SMO) 

algorithm with a RBF kernel function and this technique yield a 

relative absolute error 48.65% versus 63.82% for the human 

ensemble forecast, and  optimize  forecasts wet and dry years 

equally[247]. Li,et al., have proposed  model Based on BPN 

algorithm and found that This technique deal the nonlinear 

hydrological series problems and provides a new idea to mid and 

long-term runoff forecast of reservoirs [248]. Zhang, et al., have 

applied one-dimensional movement model and this model can 

be used to forecast the debris flows. For certain rainfall intensity 

and terrain conditions [249]. Mittal, et al., have developed a dual 

(combined and paralleled) artificial neural network (D- Neural 

Network) and concluded that the D- Neural Network model per-

forms better than the feed forward Neural Network (BPN) 

model [250]. Jingwen, et al., have used XXT model and found 

that the results show that XXT has better performance against 

the TOPMODEL and the Xinanjiang model [251].  

In the noteworthy contributions in 2013, Chen,et al., have 

Studied of  BPN and conventional regression analysis (CRA) 

and found that BPN perform better than the conventional 

regression analysis method [252]. Gebregiorgis, et al.,  have 

analysed precipitation estimation from remotely sensed 

information using artificial neural networks is better than 

3B42RT and climate prediction center morhing technique 

(CMORPH) technique [253]. Phuphong and Surussavadee, have 

applied Neural Network based runoff forecasting model and 

Results show good forecast accuracy and  useful forecasts 12 

hours in advance [254]. Zhang, et al., have studied study, the 

deterministic Ensemble Kalman Filter – Ensemble Square Root 

Filter was coupled with a widely used conceptual rainfall-runoff 

model to assimilate streamflow data from either in-situ or 

remote sensing sources to update all the internal states in the 

model and result show that the use of  satellite data for 

improving flood forecasting worldwide [255]. Patil, et al., have 

reviewed the different forecasting algorithms. Neural Network, 

FL, GA of rainfall- runoff modelling and have concluded that  

can be combined fuzzy logic and Neural Network together and 

find out The better  result and use these result for prediction 

[256]. Robertson, et al.,have investigated whether a hybrid 

seasonal forecasting system that uses the output of a dynamic 

hydrological model as a predictor in a statistical forecasting and 

found that this approach can lead to more skilful forecasts [257]. 

Vleeschouwer and Pauwels, have examined indirect calibration 

of a rainfall-runoff model and have  shown that a certain 

potential exists for indirect calibration of a rainfall-runoff model 

(in particular indirect spectral calibration) in the case of spatial, 

temporal and spatio-temporal gauging divergence in ungauged 

catchments [258]. Ramana, et al.,  have combined the wavelet 

technique with Neural Network and found that the performances 

of wavelet neural network models are more effective than the 

Neural Network models [259].  

2.3 Spatial Interpolation 
In much science and engineering practice today, there is an 

increasing demand for techniques which are capable of 

interpolating irregularly scattered data distributed in space. 

These techniques have many applications including rainfall 

estimation. Mathematically, the general model for spatial 

interpolation of values μ in a surface ‘R’ can be expressed as: 

φ = f (x, y, z, μ, v1, v2,…, vn) 

Where, (x, y, z) is a geo-coordinate location and v1, v2, ..., vn are 

additional variables. In Neural Network model dependent 

variable μ can be expressed as rainfall variable, x, y, z are geo-

coordinate (latitude, longitude, and altitude), and v1, v2,...,vn can 

be defined as random weights to be optimized. In this section, 

contributions from the year 50 years have been reviewed.  

It is found that, there are several interpolation methods for 

solving the above problem have been used. Techniques such as 

geostatistical co-kriging (Journel and Huijbregts, 1978) and 

Neural Network (Hornik et al., 1987) are common. Goovaerts, 

1997, Demyanov, 1998), S. van der Heijden has suggested four 

methods for spatial interpolation including Neural Network in 

their work [262-65]. Huang et al. (1998), demonstrated the use 

of dynamic fuzzy-reasoning-based function estimator (DFFE) to 

interpolate rainfall data in a case study in Switzerland [266a and 

b]. The functional parameters are also optimized by genetic 

algorithms (GA). Ricardo and Palutikof, 1999, have successfully 

applied Neural Network technique for simulation of daily 

temperature for climate change scenarios over Portugal [267]. 

Guhathakurta, 1998, has applied hybrid Neural Network in 

prediction of Indian monsoon rainfall and has found very 

significant results almost more than 85% correctness. 

Guhathakurta, 1999, applied this Neural Network method 

effectively in prediction of surface Ozone which is very 

dynamic and unpredictable in nature for very smaller 

geographical earth region. He has also contributed extremely 

significant finding in the year of 2000 and 2006 with the similar 

Neural Network methods especially for climate variable 

prediction [268]. Rajeevan et al. (2000) have given a power 

regression based long-rang monsoon rainfall forecasting system 

for peninsular Indian region [269]. However, Guhathakurta 

(2006) and Karmakar et al. (2008) have found that, the 

NEURAL NETWORK method is better evaluated over the 

statistical technique for the same [270]. Snell, 2000 has found a 

new method for the spatial interpolation of daily maximum 

surface air temperatures [271]. This new method uses Neural 

Network to generate temperature estimates at eleven locations 

given information from a lattice of surrounding locations. The 

out-of-sample performance of the Neural Networks is evaluated 

relative to a variety of benchmark methods (spatial average, 

nearest neighbor, and inverse distance methods). He has found 

that, the Neural Network approach is superior both in terms of 

predictive accuracy and model encompassing. Antonić et al. 

(2001) have described Spatio-temporal interpolation of climatic 

variables over large region of complex terrain using neural 

networks. Presented interpolation models provide reliable, both 

spatial and temporal estimations of climatic variables, especially 

useful for dendroecological analysis [272]. Rigol et al. (2001) 

have described spatial interpolation of daily minimum air 

temperature using a feed-forward back-propagation neural 

network [273]. Simple network configurations were trained to 

predict minimum temperature using as inputs: (1) date and 

terrain variables; (2) temperature observations at a number of 

neighbouring locations; (3) date, terrain variables and 
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neighbouring temperature observations. This is the first time that 

trend and spatial association are explicitly considered together 

when interpolating using an Neural Network. Koike et al. (2001) 

suggested an interpolation method based on a multilayer neural 

network (MNN), has been examined and tested for the data of 

irregular sample locations, he found that, the main advantage of 

MNN is in that it can deal with geographical data with nonlinear 

behavior [274]. Bryan and Adams (2002) have successfully 

applied in interpolation of Neural Networkual Mean 

Precipitation and Temperature Surfaces for China [275]. Li 

(2002) have suggested Neural Network models could be used to 

accurately estimate these weather variables. In this study, Neural 

Network -based methods were developed to estimate daily 

maximum and minimum air temperature and total solar radiation 

for locations in Georgia. Observed weather data from 1996 to 

1998 were used for model development, and data from 1999 to 

2000 were used for final Neural Network model evaluation, Iseri 

et al. (2002) have found that, the Neural Network in Medium 

Term Forecasting of Rainfall over Indian region is sufficiently 

suitable [276]. Silva 2003 has successfully applied Neural 

Network technique for special interpolation of temperature 

variable carried out in the Austrian Central Institute of 

Meteorology and Geodynamics – ZAMG, on the scope of the 

COST Action 719. This work focuses on the capabilities of 

Neural Networks used in the spatial interpolation of some 

climate variables showing the advantages and disadvantages 

[277]. The application of an Neural Network on the Austria 

mean air temperature distribution for August has produced good 

results, explained by the strong altitude dependency of this 

parameter. Timonin and Savelieva, 2005, have described another 

application for spatial prediction of radioactivity using GRNN. 

Guhathakurta 2006, Karmakar et al. (2008, 2009) have found 

that, the Rumelhart,1986 learning algorithm based Neural 

Network model can be also appropriate for long-range monsoon 

rainfall prediction over very smaller geographical region. 

Attorre et al. (2007) have compared three methods that have 

been proved to be useful at regional scale: 1 - a local 

interpolation method based on de-trended inverse distance 

weighting (D-IDW), 2 - universal kriging (i.e. simple kriging 

with trend function defined on the basis of a set of covariates) 

which is optimal (i.e. BLUP, best linear unbiased predictor) if 

spatial association is present, 3 - multilayer neural networks 

trained with back-propagation (representing a complex nonlinear 

fitting) and found Neural Network interpolator has proven to be 

more efficient [278]. Chattopadhyay, and Chattopadhyay, 2008, 

have found that, the Neural Network for Indian Rainfall 

prediction using Neural Network is suitable and especially he 

suggested architecture of hidden layer of the network [279]. 

Ultimately it has been established that the eleven hidden nodes 

three-layered neural network has more efficacy than asymptotic 

regression in the present forecasting task. Hung, 2009, presented 

Neural Network technique to improve rainfall forecast 

performance over Bangkok Thailand. Mendes and Marengo, 

2010 have developed and tested a novel type of statistical 

downscaling technique based on the Artificial Neural Network , 

applied of the climate change [280]. The Neural Network used 

here are based on a feed forward configuration of the multilayer 

perception that has been used by a growing number of authors. 

Sivapragasam et al. (2010) have found that, the interpolation of 

Hydrological variable such as rainfall, ground water level, etc 

for Tamil Nadu state India using Neural Network is useful 

[282]. However, 18 stations data samples have been used to 

develop Neural Network. It is observed that, by more stations, 

this methodology can produce better result. Ghazanfari et al. 

(2011), have suggested a new model PERSINEURAL Neural 

Network (Precipitation estimation from remotely sensed 

information using artificial neural network) model works based 

on the Neural Network system which uses multivariate nonlinear 

input-output relationship functions to fit local cloud top 

temperature to pixel rain rates. In this study, PERSINEURAL 

Neural Network model and two interpolation methods (Kriging 

& IDW) are employed to estimate precipitation cover for North-

Khorasan between the years 2006 until 2008. He has found 

better correlation between PERSINEURAL Neural Network 

output and station data than the other two interpolation methods. 

While correlation coefficient for Kendal‘s test is 0.805 between 

model and Bojnord Station data, this coefficient is 0.488 and 

0.565 for Kriging method [283].  

By review of very significant contributions of all the authors 

from 1978 to 2012, it is concluded that, Neural Network method 

is sufficiently suitable for identifying internal dynamics of 

rainfall variables, as well as significant to develop an association 

between dependent and independent variable in prediction as 

well as interpolation. However, it is also found that, the 

selection of appropriate architecture of Neural Network is 

exceptionally tricky in addition to its training. Selection of its 

parameters, i.e., number of input vectors, hidden layers, and 

hidden neurons is again very dynamic depending on data series. 

Training of Neural Network is also again enormous challenging 

task. It is found that, the selection of parameters and training 

process may cause of temporal nervousness as well. To train the 

network, how many epochs are required, how to obtain global 

minima during error minimization process (i.e., training) is not 

often clearly available in the literature although very wide range 

of applications of NEURAL NETWORK has been found. No 

author has found who have evidently described these features in 

their offerings. 

3. RESULTS AND DISCUSSIONS 
Two major framework of Neural Network have been found by 

the above literature review and those are adequately appropriate 

to predict chaotic behavior of climate variables are discussed in 

the following subsections- 

Lee et al., 1998, have found that RBFN produced good 

prediction while the linear models poor prediction [23]. After a 

study of RBFN, Chang et al., 2001, have found that it is a 

suitable technique for a rainfall runoff model for three hours 

ahead  floods forecasting [34]. In 2004 Maqsood  et al., have 

found that HFM is relatively less accurate and RBFN is 

relatively more reliable for the weather forecasting problems and 

in comparison the ensembles of neural networks produced the 

most accurate forecast [42]. Exploring the new concept, soft 

computing models based on RBFN for 24-h weather forecasting, 

Maqsood et al., have concluded that the RBF neural network 

produces the most accurate forecasts compared to the MLP, 

ERNN and HFM [54]. As we know that neural network can 

applied for most of the prediction aspects, Nekoukar et al., 2010, 

have used radial RBFN for financial time-series forecasting, and 

the result of their experiment shows the feasibility and 

effectiveness [80]. Patil and Ghatol, 2010, have used various 

Neural Network topologies such as radial RBF and multilayer 

perceptron with Levenberg Marquardt and momentum learning 

rules for predicting rainfall using local parameters and they 

found the topologies fit for the same task [85]. Joshi and Patel, 

2011, have put in a review report on Rainfall-Runoff modeling 

using Neural Network, in the same study they have reviewed 

three neural network methods, Feed Forward Back Propagation 

(FFBP), RBFN and Generalized Regression Neural Network 

(GRNN) and they have seen that GRNN flow estimation 
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performances were close to those of the FFBP, RBF and MLR 

[95]. It is observed that many of the scientists have used Neural 

Network and various Neural Network models for forecasting 

Rainfall, Temperature, Wind and Flood etc., El-Shafie et al., 

2011, have compared and studied Dynamic Vs Static neural 

network models for rainfall forecasting, they have developed AI 

based forecasting architectures using Multi-Layer Perceptron 

Neural Networks (MLPNN), Radial Basis Function Neural 

Networks (RBFNN) and Adaptive Neuron-Fuzzy Inference 

Systems (ANFIS), finally they concluded that the dynamic 

neural network namely IDNN could be suitable for modeling the 

temporal dimension of the rainfall pattern, thus, provides better 

forecasting accuracy [101]. 

Lekkas et al., 2004 have used a multilayer back propagation 

network and found that BPNN will not always find the correct 

weight and biases fort the optimum solution, whereas their 

results supported the hypothesis that Neural Networks can 

produce qualitative forecast. A 7 hour ahead forecast in 

particular proves to be of fairly high precision, especially when 

an error prediction technique is introduced to the Neural 

Network model [44]. In coastal areas it is an enormous 

prediction of tidal level, Tsong-Lin Lee, 2004, has predicted 

long-term tidal level using back propagation neural network, as 

compare to conventional harmonic method, he concluded that 

back-propagation neural network mode also efficiently predicts 

the long-term tidal levels [49]. On the basis of humidity, dew 

point and pressure in India, Enireddy et al., 2010, have used the 

back propagation neural network model for predicting the 

rainfall. In the training they have obtained 99.79% of accuracy 

and 94.28% in testing. From these results they have concluded 

that rainfall can predicted in future using the same method [88]. 

Joshi and Patel, 2011, have put in a review report on Rainfall-

Runoff modeling using Neural Network, in the same study they 

have reviewed three neural network methods, Feed Forward 

Back Propagation (FFBP), Radial Basis Function (RBF) and 

Generalized Regression Neural Network (GRNN) and they have 

seen that GRNN flow estimation performances were close to 

those of the FFBP, RBF and MLR [95]. The temperature has a 

great effect in forecasting rainfall Amanpreet Kaur,  and 

Harpreet Singh, 2011, have tested Artificial Neural Network in 

forecasting minimum temperature, they have used multi layer 

perceptron architecture to model the forecasting system and 

back propagation algorithm is used to train the network. They 

found that minimum temperature can be predicted with 

reasonable accuracy using Neural Network model [98]. Geetha 

and Selvaraj, 2011, have predicted Rainfall in Chennai using 

back propagation neural network model, by their research the 

mean monthly rainfall is predicted using Neural Network model. 

The model can perform well both in training and independent 

periods [102]. Predicting groundwater level is somehow a 

difficult task now a day because it varies place to place and 

round the globe, Mayilvaganan, and Naidu, 2011, have 

attempted to forecast groundwater level of a watershed using 

Neural Network and Fuzzy Logic. A three-layer feed-forward 

Neural Network was developed using the sigmoid function and 

the back propagation algorithm. Now it has been observed that 

NEURAL NETWORKs perform significantly better than Fuzzy 

Logic [105]. El-shafie et al., 2011, have tried to use neural 

network and regression technique for rainfall-runoff prediction 

finally they concluded that the results showed that the feed 

forward back propagation Neural Network (NEURAL 

NETWORK) can describe the behaviour of rainfall-runoff 

relation more accurately than the classical regression model 

[106]. Sawaitul et al., have presented an approach for 

classification and prediction of future weather using back 

propagation algorithm, and discussed different models which 

were used in the past for weather forecasting, finally the study 

concludes that the new technology of wireless medium can be 

used for weather forecasting process. It also concludes that the 

Back Propagation Algorithm can also be applied on the weather 

forecasting data. Neural Networks are capable of modeling a 

weather forecast system [110]. 

4. CONCLUSIONS 
During a concentrated study of applications of various 

architectures of Neural Network it has been obtained that the 

BPN and RBF are the methods which have been used by most of 

the researchers and the result of their test found to be 

satisfactory without any scientific argument. In general it has 

been observed that out of various prediction techniques such as 

statistical and numerical modeling, over the meteorological data, 

Neural Network is proved to be an appropriate technique 

undoubtedly for forecasting various climate conditions. In 2014, 

Karmakar et al. explained that the BPN in identification of 

internal dynamics of chaotic motion is found to be a perfect and 

appropriate in forecasting various natural phenomena. However, 

selection of its parameters likes, Number of input vectors (n), 

Number of hidden layers (m), Number of neurons in hidden 

layers (p), Number of output neurons (y), Weights and biases, 

Learning rate (α), Momentum factors (µ) seems crucial during 

design time. Especially for chaos prediction, no authors have 

provided optimum value of these parameters. Also during the 

training process through the algorithm developed by (Rumelhart 

et al., 1986) it is found that, a high learning rate (α) leads to 

rapid learning but the weights may oscillate, while a lower value 

of α leads to slower learning process  in weight updating. 

Identification of an appropriate value of α maintaining a higher 

learning process needs special attention of the researchers in this 

area. The main reason of the momentum factor (µ) is to 

accelerate the convergence of error during the training. It is the 

most complicated and experimental task to select appropriate 

value of ‘α’ and ‘µ’ during the training process of BPN as well. 

They identified these parameters to identify internal dynamics of 

monsoon rainfall data time series through deterministic forecast. 

It is noted that, BPN parameters values may differ for other 

problems. Thus, optimization of BPN parameters is very 

essential and consequently their optimum values should be 

chosen cautiously through experiments only. Finally it can be 

observed that the BPN model can be practical to prediction of  

climate modeling, however, required superiority to select its 

parameters like vijs ,wijs, v0, w0, m1, m2, n, p, f (x), e, yk, α, 

and μ is vital.  Thus a careful experimentation is suggested 

before apply the NEURAL NETWORK model in chaos 

prediction and interpolation. 
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