ABSTRACT
The recent developments in the software technology assist humanities in various fields including engineering, technology, management, medical science, research, education, banking etc. Fault identification is a crucial one to the software testing professionals since a huge number of tests are carried out to identify the level of the defect. Therefore the machine learning algorithms are employed to develop software fault detection model in order to predict the fault in the software. The irrelevant and redundant test data reduces the accuracy of fault detection model. The accuracy of the fault detection model highly depends on the number of significant relevant test data. Therefore feature selection concept is applied to select the accurate features for developing the fault detection model. This paper proposes a method to select appropriate features with honey bee optimization technique for reducing the search space and to improve the accuracy in the software fault detection.
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1. INTRODUCTION
Nowadays different kinds of software are developed massively to satisfy the needs of the user and to reduce the manual work of the humans. The software is not only used in the field of engineering but also in various other fields. To solve the problem of the user and to assist them in various process of their respective fields the software packages are developed. Therefore, the development of the software becomes very essential. The software is developed with various phases such as analysis, design, implementation, testing, and deployment. The poor quality software and software failures can lead the materialistic and human loss. The quality of the software highly depends on various software metrics such as accuracy, robustness, and error. These software metric values are determined during the testing phase of software development process. Also, the testing phase is very important to determine the quality of software. The software fault detection can be a process of identifying the level of fault in the testing phase. Hence, the software fault detection plays a major role in improving the quality and to determine the possible failure of the software so that various losses can be avoided such as improper function of the machine which runs on the particular software.

Fault detection becomes difficult when the number of the test results is of high-dimension since the test results are used to detect the fault. Predicting the fault manually is impractical therefore the machine learning models are employed to automatically carry out the fault prediction. These machine learning models are known as fault detection model which can be developed using various supervised machine learning algorithms with software error prone data. Developing the fault detection model with high-dimensional data (more number of attributes) takes more computational time and reduces the prediction accuracy.

Since, the high-dimensional data contains redundant and irrelevant attributes. Therefore the redundant and irrelevant attributes have to be removed from the error prone data to improve the predictive accuracy in software fault detection. Attribute selection is a process of removing irrelevant and redundant features of the machine learning models. In order to remove the redundant and irrelevant features from the error prone data and to improve the accuracy in software fault detection, this paper proposes an attribute selection method namely attribute selection for software fault detection. In this proposed method, a honey bee optimization technique is combined with wrapper approach for selecting the significant features from the error prone data.

Machine learning is mainly employed to perform pattern recognition for various computational processes. The main objective of this technique is to build a model for prediction. This technique is mainly employed to manipulate difficult tasks. The machine learning techniques are broadly classified as supervised, unsupervised and reinforcement learning. The predictive model is built to obtain the features that are relevant and non redundant. The Naive Bayes (NB) classifier is used to obtain the result in the form of the probabilistic values which is independent on the relevancy between the selected features. In the Naive Bayes, the process is sustained by first retrieving the data, categorizing it and finally making the decision using support vector machine (SVM). The probability value is obtained by calculating the maximum likelihood of the features. The decision rule is combined with the prediction model to obtain the decisions about the features.

The feature selection is the process of selecting the relevant features which are the subset of features. The selected features are mainly used to create a simplification model, reduce training time and to enhance generalization. The features with non predictive or little information are eliminated. It is also defined as the process of removing the irrelevant and the redundant features from the high dimensional space. The feature selection algorithms are mainly classified into the categories of filter method, wrapper method and embedded method.
The filter method uses the statistical measure to assign a particular score to every feature. The features are given rank based on the score and then based on the priority it is decided whether to accept or remove the features from the dataset. Filter methods are mostly univariate and it considers the features either independently or with regard to the variables that are dependent. Chi squared test, information gain, correlation coefficient scores are some of the examples of the filter methods. The benefit of using the filter method is that the computational cost is low due to the absence of the classifiers. The drawback of this method is that accuracy is low and is mainly applicable for high dimensional data.

The wrapper method selects the features based on the search algorithm where various combinations of the inputs are created, evaluated and compared with others. It is purely a predictive model which assigns a score for each of the feature combination and hence improves the accuracy in the evaluation of the features. Some of the searching techniques such as best-first search, hill-climbing algorithm and forward backward passes are used for adding and removing of features. The major drawback of wrapper method is that accuracy is more only for the specific classifiers. The method is computationally inefficient and hence adaptable only for low dimensional data.

Embedded methods are the method of selecting the features that contribute to the accuracy of the classification model. They are commonly termed as regularization methods. They select the features which are mostly in the predictive form leading to lower complexity of the model. Some of the examples of embedded or regularization methods are Elastic Net and Ridge Regression. The accuracy of this method is high. The part of the learning algorithm is used for the process of feature selection. This method is computationally efficient than the wrapper method but costlier than the filter method.

Optimization technique is the process of selecting the best set of the features from all the available features. A function is created for the problem of optimization and the selection is done by either maximizing or minimizing the function based on the features that are available. The genetic algorithm is the process of performing the search using the technique of natural selection. The best result of the features is searched among the huge amount of the features. The search is done with the process of the selection, crossover and mutation similar to the natural process. Particle swarm optimization is an iterative method in which the features are selected in an iterative manner. The candidate feature is identified from all the available features and by evaluating all the features. The quality of the subset features is high by selecting the features by generating the intermediate solution as the candidate solution. The ABC (Artificial Bee Colony) algorithm works using the concept of the intelligent bee behavior. It is dependent entirely on the number of the features. This process first finds the feature vector to obtain the minimized objective function. The features are first selected randomly and then by applying the optimization function the neighborhood search is performed to obtain the best subset of the features.

2. RELATED WORD

The features are selected for creating a subset of the features to be given as the input for any classification model. Peng et al [1] discussed about the selection of features using dependency criterion on the maximum statistical value and mutual information. A feature subset is selected at a very low cost using the criteria of minimal redundancy maximal relevance (mRMR). The results obtained using the mRMR has quality features selected which in turn leads to improved accuracy in the classification. Jain et al [2] conducted a comparative study on various feature selection algorithms and concluded that a sequential forward floating selection algorithm is more efficient in producing accurate results.

Robert T et al [3] presented an online mechanism for the selection of features and this method can be used for the evaluation of the multiple set of features. The features in this method are selected based on the computation of the log likelihood ratios among the sample densities and their object background. Huan Liu et al [4] developed a new algorithm named as fast correlation based filter (FCBF) which is a novel concept for identifying features that are relevant and to reduce the redundancy among the features that are selected. This concept can be used for the high dimensional data and gives a better efficiency for any large amount of data.

Dan Sommerfield et al [5] proposed a method for dynamically searching and evaluating the information of the features in the subset. The performance of this algorithm can be improved by using a combined approach of ID3 and Naive-Bayes induction. This algorithm can be used for overcoming the over fitting problem that are caused during the searching process. Yixin et al [6] proposed a new technique known as MILES (multiple-instance learning via embedded instance selection) which correlates the instances. This way of feature selection produces redundancy and selects irrelevant features which are overcome using the SVM to select features for the classifiers henceforth the accuracy and efficiency can be increased.

Michael Jones et al [7] described an approach on the machine learning for the detection of visual objects in processing images. Chi2 [8] is an algorithm that is simple general that is used to eliminate the irrelevant attributes. This algorithm makes use of the chi-square statistic value to discretize the attributes and the process is continued till the occurrence of any inconsistency in the data.

Anil K. Jain et al [9] introduced the new methodology of selecting the features using the algorithm of Expectation-maximization to cluster the data. The feature selection from the cluster of the data is difficult due to the absence of class labels. This proposed algorithm can also be used when the number of the data is even extended to any number. Chong-Ho Choi et al [10] modified the existing algorithm of mutual information feature selector (MIFS) to overcome the limitations by mutual information between the input features and the output classes. They also proposed the Taguchi method to identify the good features. By combining the two algorithms a better features are obtained to deal with the classification problem.

Lei Yu et al [11] introduced an intelligent concept of feature selection by building an integrated system. Byung-Ro Moon et al [12] proposed a comparatively better hybrid genetic algorithm when compared to the existing normal genetic algorithm and sequential search. This hybridization produces not only a significant improvement in performance but also a controlled size in the subset. To perform the search the general search techniques are embedded in the hybrid genetic algorithm. Chong-Ho Choi et al [13] developed a new method for solving the classification problem. The solution is provided by calculating the mutual information which is based on using the Parzen window between the inputs and the variables in the class.
Shai et al. [14] proposed a methodology for the online tracking using the ensemble classifiers. The combination of the weak classifier with the strong classifier is done using the Adaboost. The updated new weak classifier is able to maintain the temporal coherence. Karl Pfleger et al. [15] provided a solution to find the subset of features consisting of relevant data. The solutions are provided using the subsequent searching and subset selection algorithms. The cross validation is applied for the subset selection of the features with the use of ID3 and C4.5.

Stefan Dietrich et al. [16] presented an approach for selecting the features using the wrapper model which is proved to be more effective than decision tree. A new approach of artificial neural net input gain measurement approximation (ANNIGMA) was proposed to perform the searching of the features. This method is less expensive and accuracy is improved. Luis et al. [17] applied the concept of feature selection for clustering. The experimental results confirm that the newly developed procedure of combining the wrapper and filter method are theoretically far superior than the existing methods. They are proved to be more efficient than greedy searching algorithm in terms of computational cost.

Mao, K. Z. [18] developed a new concept of discriminative function pruning analysis (DFPA) which helps in the reduction of the classification speed and the cost. This process is induced by the usage of support vector machine (SVM) which acts as a discriminator function between the training data and the input variables. The advantage of using the DFPA method is that it combines the filter and wrapper methods. The filter method maintains the simplicity and the wrapper method is employed to improve the performance of the proposed algorithm.

Huang et al. [19] used feature selection as an integral part of the subset selection in the concept of data mining. A two phase approach for removing the redundant features is followed in which the process begins by genetic feature selection with inconsistency criterion (GFSIC) which is purely a filter approach for removing the irrelevant features followed by the sensitivity-based feature selection with v-fold Cross-Validation (SBFCV) which is a wrapper approach. The effectiveness of the algorithm is found to be increased when it is used as the pre-processing step. Jyotirmoy Das et al. [20] presented a feature selection using genetic programming. This technique is mainly adopted to construct a classifier model with the selected subset of features. This algorithm can be used in the ranking of features. The performance of the algorithm in terms of robustness is checked by synthetically adding redundant or irrelevant features.

Reunanen [21] compared various feature selection methods and computed cross-validation by evaluating the performance of different variable subsets. The problem with the evaluation schemes is that they consider biased predictions so they are not reliable. Giles M. Foody et al. [22] explored that SVM is insensitive to dimensions of data hence it does not require the reduction of the dimensions. The classification accuracy is found to decline as the number of features increase. The accuracy with lesser number of features is more when compared with features of higher dimension.

Feiping et al. [23] conducted empirical studies for proving effective feature selection for machine learning applications. Steve Goodison et al. [24] proposed a new feature selection algorithm for converting the non linear complex problems in

the selection to the linearly relevant global features. The complexity of the sample is calculated in a logarithmic way based on the number of the features. The results are verified using supervised learning and the effectiveness of the features is evaluated. The analysis is done by purely distributing the data without making any assumptions of the features. Abbass et al. [25] used the meta-heuristic and evolutionary techniques for optimization using various tools of the respective domains.

The new algorithm of Honey-bee mating optimization (HBMO) was developed by extending the features of the swarm-based optimization. This can be used for the non linear and continuous data by setting some constraints to obtain the decision. Bahriye Basturk et al. [26] compared the performance of the constrained and unconstrained optimization algorithms. The result of the comparison is that the unconstrained optimisation results are far better than the constrained optimisation results. The Fisher discriminant [27] is used to rank the features based on the observations of the various samples. Feature extraction for high-dimensional data is also done using the nonparametric [28] methods. Here the rank is given for the entire samples in the dataset. The reduction of outliers is better even for abnormal datasets. This nonparametric selection leads to increased accuracy in selecting features.

Devis et al. [29] proposed a procedure for selecting the model which is entirely dependent on the alignment of the kernel. Jiawei Han et al. [30] aimed at finding the maximum of the lower bound than the traditional score. The fisher score is generally applied for obtaining feature subset which is sub-optimal. This method helps in providing solution for the linear programming that is quadratic constrained by gradient descent and ridge regression.

The neural network optimization for detecting wood defect [31] is done using the bees algorithm (BA). The search is performed imitating the searching behavior of the bees. The search is done among the neighbors adopting a general search which is the random search. The optimization is the process of performing a better search using the concept of error propagation. Bahriye Akay et al. [32] presented a comparative study on optimization algorithms such as ant colony, particle swarm optimization, ant swarm and bird flocks. The bee swarm related algorithms are coined due to the intelligent behavior of the bee swarms.

Sam Kwong et al. [33] analyzed various optimization algorithms and explored that artificial bee colony (ABC) performs well in exploration but weak in exploitation. So in order to improve the exploitation a new algorithm was coined by integrating the global information. Kalyanmoy et al. [34] developed a sorting algorithm which is non-dominated to overcome the complexity of computation, approach of non-elitism and specification of sharing parameter. The selection operator used here creates a mating pool by the various combinations of the parents and offspring. David E.Goldberg et al. [35] introduced a compact genetic algorithm which uses the probability value of the distribution for the population. It is also proved that it requires low memory when compared with the ordinary genetic algorithm. The inertia weight is a parameter that is introduced along with the general working of the particle swarm optimisation. The simulated experimental results have proved the effectiveness of the accuracy. The introduction of the new term called inertia weight [36] significantly improved the performance.
Hartmut Schmeck et al [37] presented an approach for project scheduling problem which is resource-constrained. On comparing the presented approach with GA, Tabu search and simulated annealing. The proposed algorithm is found to outperform others average. Alex Freitas et al [38] proposed a new algorithm known as Ant-Miner for extracting classification rules from the data. They imitated the work of the ant and combined it with mining concepts. The performance of the developed Ant-Miner was compared with other well known data mining classification algorithms.

Nojun Kwak et al [39] discussed about two feature selection algorithms. The limitations of the mutual information feature selector (MIFS) algorithm are studied and the modification is done to overcome those limitations. The new proposed algorithm makes efficient use of the mutual information between the input attributes and the output classes. Another feature selection algorithm makes use of the Taguchi method. Combining the above two algorithms better results for the feature selection can be obtained. The major rule that is followed in the feature selection is the if-then clause but it is time consuming and difficult method.

The popular method that is used for tackling of the feature selection is the principal component analysis (PCA). In this method the existing attributes are transformed into new ones by considering the significant attributes for classification. The main drawback is the scaling of the attributes which causes changes in the results. The process of selecting the attributes proposed by Javed et al [40] follows a procedure which is of three steps. The first is the generation of all combinations of the attributes. The second is the selection of candidate attribute list followed by attaining the best set of attributes. The process of selecting the candidate attribute is done by creating a dataset and giving it as an input to the classifier to classify the data. The process is repeated until the value of the position of the attributes starts repeating. The candidate attribute set is prepared by sorting the paired attributes in the decreasing order. The attributes that heads the list are selected as the best candidate attributes. Shahla et al [41] worked on the combination of two major algorithms namely genetic algorithm and ant colony optimization. This hybrid algorithm yielded better result in terms of searching speed and selection of essential features. Huan Liu et al [42] discussed a solution for large datasets.

The combination of the forward and the wrapper methods are inbuilt in artificial bee colony (ABC) [43] which is used as the optimization technique to reduce the redundant data. The search for the features is done by two different methodologies namely full search and random search. The major methods that are followed for the feature selection is either filter method or wrapper method. In the filter approach the filtering of the features is done before the classification. In the wrapper approach the candidate feature is generated to produce the subset of the features. The Artificial Bee Colony (ABC) is used for the reduction of the dimensions for the specific feature selection in the optimization search of the dataset. DAAG Sing et al discussed the data mining and different approaches for feature selection [44-48].

Generally, classification model is built which is used as the prediction model for detecting the error present in the software. The goal of building the model is to minimize the number of the error in the developing software. The wrapper technique is applied evaluate the features selected and compared with the others to evaluate the performance of the other employed algorithms. This follows a strategy of searching for the features and obtains subset with optimal features, then applying any of the learning algorithms and finally the model is evaluated by testing the result with the selected subset of features.

3. METHODOLOGIES

3.1 Gain ratio

Information gain ratio is the metric to obtain information from various features that have multi values for the attributes based on the number of features and the size of the branch in the tree structure.

3.2 Info gain

The information gain measures the information to predict the class attribute from the information obtained from all the features in the dataset. It mainly concentrates on the reduction of entropy value for the features in the dataset.

3.3 Symmetric uncertainty

The symmetric uncertainty is a metric that measures the validity of the classification based on entropy. The accuracy is improved without affecting the relative functions of the classes.

3.4 ReliefF

The ReliefF is mainly applied for the selection of features using the concept of binary classification. It is independent of the information from other related features. It is used to improve the reliability of the approximation of the probabilistic function.

4. PROPOSED METHOD

4.1 Dataset details

The datasets are taken from the PROMISE repository where the features are the defects that are found in the testing phase of the project during the development stage. The number of features is varying from 9 to 40 with the class attribute. The features consist of number of operators, operands, branch count, numeric data, and variables that are present in the code. There are some of the static measures that are used to detect whether the software is error prone or not.

4.2 Experimental setup

The WEKA data mining tool is used in this experiment. The experiment is carried out by defining the number of selected features (NSF) for the threshold value. The threshold value strictly depends on the number of features on the dataset. The number of selected features in every iteration is denoted by β. The calculation for the fitness value is given by Equation (1).

\[ \beta = N / R \]  \hspace{1cm} (1)

where N is the total number of attributes in the dataset and R is a positive value to equally divide the features of the dataset.

The threshold value with different fitness value is given by Equation (2).

\[ TV_x = x \beta \]  \hspace{1cm} (2)

where \( x \in \{1,2, \ldots, N\} \) N is the total number of the features in the dataset.
4.3 Experimental procedure
The classification accuracy is obtained for various feature selection methods such as oneR (OR), gain ratio (GR), information gain (IG), reliefF (RF) and symmetric uncertainty (SU). The proposed method is carried out by giving the input dataset to the ranker, OneR attribute evaluation and the features are prioritized based on the merit value obtained from oneR. The values are selected based on the fitness values that are calculated using the Equation (1). The number of cycles is based on the attainment of the repetitive accuracy or it can be set manually. The number of features to be used in the each iteration is calculated using the Equation (2).

4.4 Proposed algorithm
Input: The dataset with entire features
Output: The selected set of the features
Assumptions:
1. Flowers are considered as nodes (features).
2. Honey content is considered as the calculated merit value of each flower (feature).
3. Bee is considered as an optimizing searching agent.
4. Bee is attracted by the TV number of flowers which has more honey (merit value).
5. The same quantity honey will be sucked from each flower (sucking rate).
6. The flower is visited till the maximum sucking capacity of the bee is reached.

Optimal search strategy
Step 1: begin
Step 2: Find the merit value for all the features.
Step 3: Select TV number of features based on the merit value of the features.
Go to evaluation strategy.
Step 4: Reduce the merit value of the features visited using the sucking rate.
Step 5: Order the features based on the modified merit value and go to step 3.

Evaluation strategy
Step 1: Find the fitness value (classification accuracy).
Step 2: Check the fitness value whether it is optimal or not.
If yes selected features are considered as most significant features.
If no go to step 4 in optimal search strategy.

5. RESULTS AND DISCUSSION
Table 1. Classification accuracy of NB with feature selection methods against TV on AR1 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td>85.95</td>
<td>85.95</td>
<td>85.95</td>
<td>85.95</td>
<td>85.95</td>
<td>92.56</td>
</tr>
<tr>
<td>TV2</td>
<td>85.95</td>
<td>85.95</td>
<td>85.95</td>
<td>85.95</td>
<td>85.95</td>
<td>90.91</td>
</tr>
</tbody>
</table>

Table 2. Classification accuracy of NB with feature selection methods against TV on AR3 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>92.06</td>
</tr>
<tr>
<td>TV2</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>93.65</td>
</tr>
<tr>
<td>TV3</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>90.48</td>
</tr>
<tr>
<td>TV4</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>92.06</td>
</tr>
<tr>
<td>TV5</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>88.89</td>
<td>90.48</td>
</tr>
</tbody>
</table>

Table 3. Classification accuracy of NB with feature selection methods against TV on AR4 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>86.92</td>
</tr>
<tr>
<td>TV2</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>88.79</td>
</tr>
<tr>
<td>TV3</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>86.92</td>
</tr>
<tr>
<td>TV4</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>87.85</td>
</tr>
<tr>
<td>TV5</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>85.98</td>
<td>88.79</td>
</tr>
</tbody>
</table>

Table 4. Classification accuracy of NB with feature selection methods against TV on AR5 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>91.67</td>
</tr>
<tr>
<td>TV2</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>91.67</td>
</tr>
<tr>
<td>TV3</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>88.89</td>
</tr>
<tr>
<td>TV4</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>88.89</td>
</tr>
<tr>
<td>TV5</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>86.11</td>
<td>88.89</td>
</tr>
</tbody>
</table>

Table 5. Classification accuracy of NB with feature selection methods against TV on AR6 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>88.12</td>
</tr>
<tr>
<td>TV2</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>88.12</td>
</tr>
<tr>
<td>TV3</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>88.12</td>
</tr>
<tr>
<td>TV4</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>87.13</td>
</tr>
<tr>
<td>TV5</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>85.15</td>
<td>88.12</td>
</tr>
</tbody>
</table>
### Table 6. Classification accuracy of NB with feature selection methods against TV on CM1 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>Feature selection methods</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td></td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>88.96</td>
</tr>
<tr>
<td>TV2</td>
<td></td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>88.35</td>
</tr>
<tr>
<td>TV3</td>
<td></td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>87.95</td>
</tr>
<tr>
<td>TV4</td>
<td></td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>87.35</td>
</tr>
<tr>
<td>TV5</td>
<td></td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>84.94</td>
<td>87.15</td>
</tr>
</tbody>
</table>

### Table 7. Classification accuracy of NB with feature selection methods against TV on DATATRIEVE Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>Feature selection methods</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td></td>
<td>83.08</td>
<td>83.08</td>
<td>83.08</td>
<td>83.08</td>
<td>83.08</td>
<td>92.31</td>
</tr>
<tr>
<td>TV2</td>
<td></td>
<td>83.08</td>
<td>83.08</td>
<td>83.08</td>
<td>83.08</td>
<td>83.08</td>
<td>87.69</td>
</tr>
</tbody>
</table>

### Table 8. Classification accuracy of NB with feature selection methods against TV on KC1 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>Feature selection methods</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td></td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>85.44</td>
</tr>
<tr>
<td>TV2</td>
<td></td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>84.54</td>
</tr>
<tr>
<td>TV3</td>
<td></td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>84.16</td>
</tr>
<tr>
<td>TV4</td>
<td></td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>83.55</td>
</tr>
<tr>
<td>TV5</td>
<td></td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>82.55</td>
<td>83.17</td>
</tr>
</tbody>
</table>

### Table 9. Classification accuracy of NB with feature selection methods against TV on KC2 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>Feature selection methods</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td></td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>85.06</td>
</tr>
<tr>
<td>TV2</td>
<td></td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>84.67</td>
</tr>
<tr>
<td>TV3</td>
<td></td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>84.10</td>
</tr>
<tr>
<td>TV4</td>
<td></td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>84.48</td>
</tr>
<tr>
<td>TV5</td>
<td></td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>83.72</td>
<td>84.48</td>
</tr>
</tbody>
</table>

### Table 10. Classification accuracy of NB with feature selection methods against TV on KC3 Dataset

<table>
<thead>
<tr>
<th>NSF</th>
<th>Feature selection methods</th>
<th>OR</th>
<th>GR</th>
<th>IG</th>
<th>RF</th>
<th>SU</th>
<th>PRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV1</td>
<td></td>
<td>84.93</td>
<td>84.93</td>
<td>84.93</td>
<td>84.93</td>
<td>84.93</td>
<td>89.74</td>
</tr>
<tr>
<td>TV2</td>
<td></td>
<td>84.93</td>
<td>84.93</td>
<td>84.93</td>
<td>84.93</td>
<td>84.93</td>
<td>88.21</td>
</tr>
</tbody>
</table>

Fig 1: Classification accuracy of NB with feature selection methods against TV on AR1 Dataset

Fig 2: Classification accuracy of NB with feature selection methods against TV on AR3 Dataset

Fig 3: Classification accuracy of NB with feature selection methods against TV on AR4 Dataset

Fig 4: Classification accuracy of NB with feature selection methods against TV on AR5 Dataset
5. RESULTS

Table 1 to Table 10 and Fig 1 to Fig 10 illustrate the classification accuracy of NB classifier with various feature selection methods with respective threshold values TV that denotes the number of selected features on the datasets. From Table 1 to Table 10 and Fig 1 to Fig 10, it is observed that the existing methods such as OR, GR, IG, RF and SU produced same accuracy for all the datasets. The proposed method produces higher accuracy than the existing feature selection methods for all the datasets.

6. CONCLUSION

This paper proposed a honey bee optimization based algorithm for selecting features for software fault detection. The performances of the various feature selection methods such as OR, GR, IG, RF and SU along with the proposed honey bee optimization are compared and the proposed method is found to produce higher classification accuracy. The number of features to be selected is based on the threshold value that depends on the number of features in the dataset. Therefore, using the proposed honey bee optimization algorithm, the features that are more effective for the detection of the fault in the software can be predicted using the naive Bayes classifier.
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