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ABSTRACT 

The heart rate and its variability, known as Heart Rate 

Variability (HRV), are indispensable measurements for 

cardiorespiratory monitoring, recognition and quantification 

of emotions, detection of abnormalities, and heart disease 

control. In general, the acquisition systems for heart rate and 

HRV require a contact area for sensor’s installation and 

positioning, creating restrictions and/or obstructions on user’s 

movements. This paper proposes a noninvasive and 

noncontact technique for heart rate and HRV acquisition using 

a single camera. This method consists in the automatic 

detection of the user’s face and utilization of an Independent 

Component Analysis (ICA) algorithm to separate the 

necessary signals to determine the heart rate and the HRV. 

The experiments have shown more than 80% of similarity 

between the results of the proposed heuristic in comparison to 

the results of the photoplethysmography sensor (PPG).  
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1. INTRODUCTION 
The HRV is an important measurement in the field of 

psychophysiology. It is commonly used to detect the activity 

of two branches of the Autonomic Nervous System (ANS), 

the Sympathetic Nervous System (SNS) and Parasympathetic 

Nervous System (PNS), which have influence in the heartbeat 

intervals [1]. Considering the importance of HRV, Picard et 

al. proposed a robust method to measure the heart rate using a 

digital camera and the ambient light [2]. This technique 

consists in detecting the blood volume pressure (BVP) in the 

human face through the variation caused by the heartbeats. 

The HRV signals have a huge potential because they can 

provide important data about the cognitive and emotional 

states of the user [3]. In addition, the analysis of the HRV can 

determinate changes in the user’s heartbeat, which can 

characterize heart diseases, such as hypertension [4][5]. 

This paper proposes and describes a heuristic to quantify 

automatically the HRV based on the heartbeat intervals. This 

heuristic was evaluated using the HRV results of a PPG 

sensor embedded in a device designed for entertainment, 

known as Affective Gamepad [6].  

2. MATERIALS AND METHODS 
The experiments were conducted in a laboratory with 

controlled light intensity (200 cd) with a small incidence of 

sunlight entering through the windows. Twenty Computer 

Engineering students of the Pontifical Catholic University of 

Goias, of both genders, different ages (18 – 40 years old), and 

color skin were invited to test the prototype. During the tests, 

the students were asked to keep still and face the camera 

while one minute of video was being recorded. At same time, 

the Affective Gamepad captured the HRV and heart rate 

signals using its PPG sensor. These signals are used to 

validate the HRV and heart rate obtained by the camera. The 

samples were obtained as shown in Figure 1. The computer 

responsible for running the application was equipped with an 

Intel Core i7 4710HQ 2.5GHz, with 16GB of RAM. 

A MATLAB software was written to analyze the videos. The 

Figure 2 describes the entire process to recover the heart rate 

and the HRV. First, it was utilized the Computer Vision 

System Toolbox to identify and track the user’s face. After 

identifying the user’s face in a frame of the video, only the 

forehead and cheek regions were selected to compose the 

region of interest (ROI). It avoids the movements of the eyes 

and mouth because they would increment noise in the results. 

Each ROI was separated in RGB channels and the mean of all 

pixels of each channel was calculated in order to create the 

raw signals. The raw signals are the base for the heart rate and 

HRV detection, and they consist in XR(t), XG(t) and XB(t), 

representing the red, green, and blue channels, respectively.  

 

Fig. 1. (a) Microsoft LifeCam from a distance of 50 cm of 

the user, recording a video in high definition (1280x720p, 

24-bit, 30 fps) of the user’s face. (b) Gamepad capturing 

the heart rate and the HRV using the PPG sensor 

Camera (a) 

Gamepad (b) 
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Fig 2. Recovery of heart rate and HRV components. This 

diagram shows how the experiment was conducted. (a) Face 

detection in each frame. (b) Only the forehead and cheek are 

selected to be the ROI in each color channel.  (c) Mean of 

ROI, creating the RGB raw signals. (d) The raw signals are 

separated into blocks, increasing the number of HRV samples. 

(e) The components are separated using ICA. (f) Three 

resulting components of ICA. (g) Power spectrum analysis of 

the three components. The highest peak is chosen to be an 

element of the heartbeat frequencies vector. (h) Heartbeat 

Frequencies in Hertz (Hz). 

In the experiments, 60 seconds of video were recorded, at 30 

frames per second (fps), resulting in raw signals with 1800 

samples. After this process, the video was separated into 

blocks that were posteriorly processed, creating the heart rate 

and HRV signals. The block overlap and length could be 

adjusted in order to increase or decrease the dependency 

between each block. For example, if the overlap is 9 and the 

length is 10, the first block represents the interval between 1 

and 10 seconds, the second block represents the interval 

between 2 and 11 seconds, and so on.  Then, each block was 

detrended using the smoothness priors approach [7], with a 

smooth parameter λ = 10, removing the low frequency 

components that are not necessary to recover the heart rate 

and the HRV. The resulting blocks were normalized 

subtracting the mean and dividing by the standard deviation. 

After detrending and normalizing the signals of each block, 

the Independent Component Analysis (ICA) technique was 

applied over the raw signals [8], creating the independent 

components that were posteriorly analyzed using a power 

spectrum approach. Only the frequencies between 0.75Hz and 

4Hz were considered, because they are the acceptable range of 

the human heartbeat [2]. The most powerful frequency 

between the three resulting signals is the heart rate value of 

the block (in Hz). To obtain the heart rate in beats per minute 

(BPM), the heart rate values are multiplied by 60.   

3. RESULTS 
Using the technique described in Materials and Methods, the 

heart rate and the HRV were recovered from the videos using 

the ICA algorithm. The results of the experiment with a 22 

years old white man are shown in Table 1. 

Table 1. Overall Results 

Blocks 
Blocks Intervals 

(seconds) 

Heart Beat 

Frequency (Hz) 

Heart Rate 

(BPM) 

1 1 – 15 1 60 

2 7 – 21 1 60 

3 13 – 27 1 60 

4 19 – 33 1 60 

5 25 – 39 1.05 63 

6 31 – 45 1.08 65 

7 37 – 51 1.13 68 

8 43 – 57 1.26 76 

9 49 – 60 1.2 72 

 

In the Table 1, the second column represents the intervals of 

the blocks created during the software processing. In this 

experiment, the blocks had an overlap of 9 seconds and length 

equals to 15 seconds. The length and the overlap are adjusted 

according to the heart rate results obtained by the Affective  

(e)  Independent Component Analysis 

(a) 

(b) 

(c) 

(d) 

(f) 

(g) 

(h) 
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Fig. 3. Pulse 1 graphic represents the power spectrum of 

the first component of the raw signals. The higher peak in 

Pulse 1 (red circle) is also the higher peak between the 

other two power spectrum (Pulse 2 and Pulse 3 graphics 

respectively). Pulse 1 determined the heart rate of the last 

block captured by the camera. 

Gamepad. When the values of the heart rate obtained by the 

camera approximate to the values obtained by the Affective 

Gamepad, it is established the ideal values for the software 

calibration. These values can be different depending on the 

user because of the different skin colors and user’s face 

format. The third and fourth columns show the values of heart 

rate along one minute of video. The Figure 3 shows the ICA 

components of the last block and the higher peak frequency in 

each pulse. The higher peak between those three was used to 

obtain the HRV.  

4. DISCUSSION 
At this stage of development, the described technique is 

running offline. This means that the video is first recorded and 

the heart rate and HRV detections are done posteriorly. The 

difference between the project described in this paper and the 

method developed by Picard et al. [2] is how the software 

handles the user’s video. Working with blocks gives the 

possibility of adapting it to work with real-time feedback 

(online), providing the heart rate and the HRV while the video 

is being recorded.  

In order to compare the results of the camera with the results 

of the Affective Gamepad, the user’s videos and samples of 

the PPG were recorded at same time. The Figure 4 shows the 

results of this comparison. 

 

 

 

 
 

Fig. 4. Comparison between the HRV obtained by the 

camera and the HRV obtained by the PPG. The Test 1 

shows the HRV results to an experiment with 53 blocks of 

video, while the Test 2 shows the results to 11 blocks. The 

calibration established the values of length and overlap of 

each block 

To measure the similarity of the signals, it was utilized the 

Pearson Correlation Coefficients technique [9]. This 

technique consists in measuring the direction and the degree 

of linear relationship between the HRV signals of the camera 

and the Affective Gamepad. In Test 1, the HRV taken by the 

camera obtained 86% of similarity with the HRV obtained by 

the PPG, while in Test 2, the signals obtained 84% of 

similarity. These values prove that there is a high degree of 

linear relationship between those signals.  

In both tests, the users did not suffer any external stimulus. 

They only reported what they felt during the test. The user 

(Test 1) reported that in the beginning of the test he was calm, 

and he started to be anxious after 45 seconds of recording. 

The user’s anxiety induced the increase in the heart rate, as 

shown in the Test 1 graphic. The other user (Test 2) reported 

that he was calm during the test. However, the camera and the 

PPG detected the same variations in the user’s heart rate.  On 

both tests, the heart rate obtained by the PPG varied more than 

the heart rate obtained by the camera. This happened because 

of the movement of the user’s hands during the test.    

5. CONCLUSION 
There are other techniques, such as video magnification [10], 

that are commonly used to measure the heart rate and its 

variation using cameras. These techniques are part of 

applications developed for mobile devices, due their high 
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efficiency in terms of processing and memory use. However, 

the ICA technique resulted in heart rate values closer to the 

values obtained by the PPG [2][10].  During the tests, the ICA 

technique required less than 1 second to process 1 minute of 

video. This allows the adoption of this technique in mobile 

devices, which have limited processors in comparison to 

desktop computers. The application responsible for running 

this technique would evaluate the user’s effort and attention in 

background and in parallel with other applications.  

Future work will be focused on adapting this algorithm to be 

part of a framework that will be used in mobile applications. 

Applications using this framework will be able to get  

real-time feedback of heart rate and HVR signals. 
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