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ABSTRACT

During the recent vyears, there has been tremendous
development in the area of Computer Networks. This paper
deals with the important area that is performance analysis of
techniques used in machine learning. One of the major
problems in Network Security is “intrusion detection system”,
which is software, remains active during processing. The
intrusion detection system helps in monitoring computers and
computer networks, vulnerabilities or malicious activities. The
attacks or malicious activities censor information and then
corrupt the system networking protocols. In this paper,
different machine learning techniques and their performance
are compared and discussed. How machine learning
techniques can ideally help in developing efficient “Intrusion
detection system”.

General Term
KNN Algorithm

The K-nearest algorithm is very useful in pattern recognition.
While handling the regression and classification, the K closest
training examples from’ feature space’ are used as input. The
Algorithm is applicable in case of S.0.M self-organizing map,
where every node serves as the center of cluster of similar
points.in every field for sharing data, accessing, manipulating
data, business purpose and many other. As internet is used in
everyfield and important data is exchanged and shared over
the internet. Hence, data over the internet should be secure.
The unauthorized user should not be allowed to access. The
major concern is internet security.

According to [1], there is risk of vulnerabilities over internet a
system should be designed in order to secure data. To fulfill
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the requirement of data security “Intrusion Detection System”
is developed. This system is adapted by the network
administrator so that they can prevent malicious activities and
attacks. Which in return makes intrusion detection system the
key part of the security management. “Intrusion Detection
System” identifies intrusion on the network and generates
report.

According to [2], an experienced analysis of the security is
made by the system. IDS; which is capable to detect malicious
attacks and block them. IDS is most secure, active and
efficient  technology,  which  ensures  availability,
confidentiality and integrity IDS do not allow stalkers and
intruders to bypass mechanism of security in a network.

According to [3] the approaches of “Intrusion Detection
System” can be classified in two categories; anomaly
detection and detection for misuse. Anomaly detection tries
typical norm of intrusion whereas, misuse detection is used
against attacks that are well known.

Keywords
Machine Learning Algorithm, Security, weka, Classification,
Intrusion Detection, Decision tree.

1. INTRODUCTION

In this era of technology, the Internet is the most widely used

as essential source of information. Nowadays, internet is used
In machine learning, tasls of supervised and unsupervised
learning are important having bearing on prediction,
knowledge extraction, the detection outlayer, pattern
recognition and reinforcement learning. The systemis shown
in Figure 1.
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Figure 1. Machine Learning Categories

2. MACHINE LEARNING
TECHNIQUES

Machine learning is a field that studies about algorithms,
which improve their performance by experiencing and

exercise automatically or computerized. Consider, machine
learning as a form of artificial intelligence, which provides
ability in computers to be able to learn without programming
or predefined structure.
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According to [4], there are many machine learning techniques
that may be supervised, reinforcement or unsupervised
depending on absence or presence of data while labeled.

The Weka contains machine learning algorithms. This
Software tool is useful for machine learning, consists of
several algorithms. The algorithms help in the task of data
preparation, clustering, regression, visualization, follow
association rules and classification. It is available from open
source. The Machine Learning enables the set of technologies.
Also it supports the advances in (A.l) artificial intelligence.

Analyzing the work done on “intrusion detection system”, it is
clear that the pivotal components are main classifiers;
ensemble classifiers, single classifiers and hybrid classifiers.

2.1 Single classifiers:
There are number of single classifiers which are as follows:

Fuzzy logic

Decision Trees

Support Vector Machine

Genetic algorithms

Self-Organizing maps

Artificial Neural Networks(ANN)[5]

In order to analyze the data, the decision trees are helpful and
useful. The task of identification of malicious and ‘misused
detection’ for example, random forest activities, becomes
convenient.

The idea of support vector machine has its own benefits. It is
a learning Algorithm. In this algorithm the Data is sorted into
2 groups at the time of initial training. It is also termed as
support vector Network. The task of regression analysis and
classification can be easily performed.

According to [5], as an example of (ANN) Artificial Neural
Network, a “self organizing map” (SOM) is used. It works
with unsupervised learning to prepare a two-dimensional map
of the problem space. The self organizing map uses
competitive learning technique. One of the aspect of the
(SOM) “self organizing map” is that it produces 2-dim
discretized representation of the input.

3. Al BASED MACHINE LEARNING
APPROACHES

There are two types of approaches used in machine learning;
Techniques that are based on Al and Computation
Intelligence. Al based technique uses comparative analysis of
clustering  (unsupervised learning) and classification
(supervised learning).

4. COMPUTATION INTELLIGENCE:

Computational Intelligence is based on different algorithms or
techniques; artificial neural network, genetic algorithm,
artificial immune-system and fuzzy logics[9].

4.1 Ensemble Classifies

According to [6],, ensemble classifiers are used so that the
single classifiers can be improved. Weak-Single Classifiers
are combined with ensemble classifiers in order to generate
better results collectively.

4.2 Types of Ensemble Classifies

e  Multiple classifier system

e MLP

e SVM

e  Statistical-Rule Based Methods(SRBM)
e  Clustering techniques

e  Standard Machine learnings

e Neuro Tree

e  Density estimation

e  Neutrosophic-Logic Classifiers

4.3 Hybrid Classifiers:

According to [3], the work that is done is mostly to improve
the existing system to build improved and better version of the
system, which results in Hybrid Classifiers. In hybrid
classifiers different techniques of machine-learning are
combined used together in order to improve performance of
the system. For example, DT is combined with GA or SVM is
combined with KNN. In these hybrid techniques, first one
works on raw data then it generate the immediate results
while the other one takes input of immediate results and
generates the final results.

4.4 Machine learning based “intrusion

detection System”
According to [7], in any intrusion detection system, there are
two types of data sets; training set and testing set. Features
selection method is used in selection of feature for classifiers.
Significant features is used for selecting training classifiers.

5. DATA SETS AND WIRESHARK
Wireshark is useful tool by means of which Data on a
Network can be viewed as well as captured for analysis. The
Data can be viewed on front and backend. It is therefore,
extensively popular and user friendly. The Data is captured in
the form of Data Sets. The integrated decryption tools can be
used. In the IDE (Integrated Development Environment) of
wireshark, it supports files, edit, view, capture, analyze,
Statistics and other tools. It provides the list of received
packets, time of capturing and the address of the packet along
with protocol, for example TCP.

The Data packets details are provided with ‘Packet Bites’ in
Hexadecimal. However, the color rules are applied when
Wireshark captures the filters; colors being categorized
according to their Hue. The statistical information provided
by Wireshark is useful for application to the CSV, XML and
TXT files.

The illustration of mode of working with Wireshark for
capturing the Data Sets has been shown in Figure 1. The
examples of working with data sets are reported in Tables 1,
Table 2 and Table 3.

After capturing data set using Wireshark data sets are
exported to CSV file and then convert that CSV file into arff
file using tool named as weka.

According to [8], there are diverse purposes for techniques of
machine learning i.e. association findings, classification and
clustering. It helps to implement more than one classifier.
Weka is the tool that gathers all the machine-learning
techniques. These techniques in weka can be implemented on
Data using java code. Given below is the screen shot of weka
explorer.
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The Figure 3 shows the experiment format for producing Tablel, Table2 and Table 3

T - wiowmw LA LA RRRN B J W W TERT W T W .

W ARFF-Viewer- C:\Users\Rabia\Downloads\Datasheet,csv
File Edt View

dataSetrff Datasheet csv |Datasheet sy
Relation: Datasheet

Numarc | Numaric | Nominal | Nomnal | Nominal

W6l Mo, [ Time | Source [Destration | rotocal| Length | Tnfo
Numerc | Nomina!

1 ! Y
Figure 2 ARF viewer
M “MNpcap Loopback Adapter —
File Edit View Go Capture Analyze Statistics Telephony Wireless Teools Help
1 - ~ - = ==
& = @ BREERe==f LS Eaaanm
[ Apely a display fiter ... <Ctrl-f= =3 ~] Expression +
| Mo Time Source Destination Protocol Length Info Lal
| 498 1651.214689 192.168.1.148 192.168.1.255 NBNS 82 Name query NB DESKTOP
491 1851.963268 169.254.218.188 169.254.255_ 255 NEMNS 82 Name query MNB DESKTOP
492 1852.719182 169.254.218.180 1e9.254.255.255 MBMNS 82 Name query MNB DESKTOP
493 1853.478871 169.254.218.1808 169.254_255.255 NBNS 82 Name query NB DESKTOP
494 1654.221169 192.168.1.148 192.168.1.255 NBNS 82 Name query NB DESKTOP
495 1654.976082 192.168.1.148 192.168.1.255 NBNS 82 Name query NB DESKTOP =
< >
Frame 1: 169 bytes on wire (1352 bits), 169 bytes captured (1352 bits) on interface @
Null/Loopback
Internet Protocol Version 4, Src: 127.8.8.1, Dst: 239.255.255.258
User Datagram Protocol, Src Port: 58625, Dst Port: 1966
Simple Service Discovery Protocol
|2 B B2 B8 45 68 82 a5 6T 48 22 28 84 11 &2 88 ceseExre Offecno- ~
ElEEENER =f ff ff fa c5 c1 ©7 6c 99 91 de sa [EE - - - - 1----
4d 2d 53 45 41 52 43 48 28 2a 28 48 54 54 58 2 M-SEARCH * HTTP/
31 2e 31 @d @a 48 6f 73 74 3a 28 32 33 39 2e 32 1.1-Hes t: 239.2
35 35 2e 32 35 35 2e 32 35 38 3a 31 39 3@ 38 ed 55.255.2 58:1988 -
@a 53 54 3a 28 75 72 6e 3a 73 63 68 65 6d 61 73 *5T: urn :schemas
2d 75 78 6e 7@ 2d of 72 ©7 3a B4 B85 76 B9 63 B5 -upnp-or g:device
3a 49 6e 74 65 72 6e 65 T4 47 61 74 65 77 61 79 rInterne tGateway
44 65 76 69 63 65 3a 31 @d @a 4d 61 6e 3a 28 22 Device:1 - -Man: ™
~
O i wireshark_Mpcap Loopback Adapter_20190503214032_a10628.pcapng || Packets: 495 - Displayed: 495 {100.0%:) || Profile: Default

Figure 3: Working with Wire shark for Capturing Data Sets

The data sets used are shown as follows:

Table 1. Intrusion Detection Data Sets

No. Time Source Destination Protocol Info
1 0 127.0.0.1 239.255.255.250 SSDP M-SEARCH * HTTP/1.1
2 3.015019 127.0.0.1 239.255.255.250 SSDP M-SEARCH * HTTP/1.2
3 | 6.016576 127.0.0.1 239.255.255.250 SSDP M-SEARCH * HTTP/1.3
4 7.833611 0.0.0.0 255.255.255.255 DHCP M-SEARCH * HTTP/1.4
5 | 7.833739 0.0.0.0 255.255.255.255 | DHCP M-SEARCH * HTTP/1.5
6 9.017679 127.0.0.1 239.255.255.250 SSDP M-SEARCH * HTTP/1.6
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7 15.05556 | fe80::7cfl:5¢c7e:1004:ff23 ff02::1:3 ICMPV6 M-SEARCH * HTTP/1.7
8 20.05716 | fe80::7cfl:5c7e:1004:ff23 | ff02::1:ff04:ff23 | ICMPvV6 M-SEARCH * HTTP/1.8
9 21.55899 | fe80::7cfl:5¢c7e:1004:ff23 ff02::c ICMPV6 M-SEARCH * HTTP/1.9
10 | 22.90921 0.0.0.0 255.255.255.255 DHCP M-SEARCH * HTTP/1.10
Table 2. Intrusion Detection Data Sets
No. Time Source Destination Protocol Info
11 22.90933 0.0.0.0 255.255.255.255 DHCP M-SEARCH *HTTP/1.11
12 54.94189 127.0.0.1 239.255.255.250 SSDP M-SEARCH HTTP/1.12
13 57.94017 127.0.0.1 239.255.255.250 SSDP M-SEARCH *HTTP/1.13
14 60.94513 127.0.0.1 239.255.255.250 SSDP M-SEARCH *HTTP/1.14
15 63.95789 127.0.0.1 239.255.255.250 SSDP M-SEARCH *HTTP/1.15
16 66.95957 127.0.0.1 239.255.255.250 SSDP M-SEARCH *HTTP/1.16
17 69.95986 127.0.0.1 239.255.255.250 SSDP M-SEARCH *HTTP/1.17
18 74.55987 192.168.1.148 224.0.0.251 IGMPV2 M-SEARCH *HTTP/1.18
19 77.55554 192.168.1.148 239.255.255.250 IGMPv2 M-SEARCH HTTP/1.19
20 80.05767 192.168.1.148 224.0.0.252 IGMPv2 M-SEARCH *HTTP/1.20
Table 3. Intrusion Detection Data Sets
No. Time Source Destination Protocol Info(MetaData)
21 110.6813 169.254.218.100 239.255.255.250 SSDP M-SEARCH *HTTP/1.21
22 110.6816 192.168.1.148 239.255.255.250 SSDP M-SEARCH *
HTTP/1.22
23 111.6882 169.254.218.100 239.255.255.250 SSDP M-SEARCH *
HTTP/1.23
24 111.6884 192.168.1.148 239.255.255.250 SSDP M-SEARCH *
HTTP/1.24
25 112.6902 169.254.218.100 239.255.255.250 SSDP M-SEARCH *
HTTP/1.25
26 112.6903 192.168.1.148 239.255.255.250 SSDP M-SEARCH *
HTTP/1.26
27 113.6938 169.254.218.100 239.255.255.250 SSDP M-SEARCH *
HTTP/1.27
28 113.694 192.168.1.148 239.255.255.250 SSDP M-SEARCH *
HTTP/1.28
29 140.0572 | fe80::7cf1:5¢7e:1004:ff23 ff02::fb ICMPvV6 M-SEARCH *
HTTP/1.29
30 141.0555 | feB80::7cfl:5¢c7e:1004:ff23 ff02::1:ff04:f23 ICMPvV6 M-SEARCH *
HTTP/1.30
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3 Weka Explorer - O s
Preprocess
Open file... Open URL... Open DEB... Generate... Undo Edit... Save...
Filter
weka ~ Apply
= | filters §
@ AlFiter SEIECEd atNtrlbute , .
-y ame: one ype: one
* MUHJF”?EF Missing: Mone Distinct: Mone Unique: None
(S8 supervised
attribute
AddClassification
AttributeSelection SEIET
ClassOrder
Discretize
NominalToBinary
PLSFilter
[ | instance
(= | unsupervised
| | attribute ~ || Visualize Al
-4 Add
- 4 AddCluster
- # AddExpression
- 4 AddID
- 4 AddMoise
- @ Addvalues
- @ Center
- # ChangeDateFormat
- 4 ClassAssigner
- 4 ClusterMembership h
Filter... Remove filter Close
SIS
Welcome to the Weka Explorer Log W x0
Figure 5. Weka explorer
Following screen shows the implementation of Naive Bayes
£ Weka Explorer - m} *
Preprocess  Classify Cluster Assocate Select attributes  Visualize
Open file... Open URL... Open DB... Generate. .. Undo Edit. .. Save. ..
Filter
Chooze  |None Apply
Current relation Selected attribute
Relation: weka.datagenerators. dassifiers. dassification. Bayeshet-5_1... Mame: Mode? Type: Nominal
Instances: 100 Attributes: 10 Missing: 0 (0%:) Distinct: 2 Unique: 0 (0%:)
Attributes Mo. Label Count
All None Invert Pattern 1 | Valuel | &4
2[value2 [38
Mo, MName
1|[Jdass
2 JNodez
3| JMode3
4 Node4
5| MNode5 Class: Node 10 {Nom) ~ | Visualize Al
6|_Nodes
7 W Node7?
8| Nodes
9| IModes
10{JMode10
Remove
Status
Ok Log w x0

Figure 6. Weka preprocess
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Following screen shows classification using cross validation technique and decision tree algorithm.

& Weka Explorer - m} *
Preprocess  Classify Cluster Assodate Select attributes  Visualize
Classifier
Choose | DecisionTable -X 1 -5 "weka.attributeSelection BestFirst -0 1 -N 5"
Test options Classifier output
O Use training set Correctly Classified Instances 62 62 % ~
2 =
() Supplied test set et Incorrectlé{ Ci.lassltled Instances 38 38 3
Kappa statistic 0.2376
(®) Cross-validaton Folds |10 Mean absolute error 0.4286
OPErcenmge split % |66 Root mean squared error 0.4736
Relative absolute error 85.8007 %
More options... Root relative squared error 95.7314 &
Total Number of Instances 100
{Nom) Node 10 ~
=== Detailed RAccuracy By Class ===
Start Stop
it ht-dick fo TP Rate FP Rate Precision Recall F-Measure ROC Area Class
Resuit st (right-clck for options) 0.65¢  0.417 0.63 0.65¢  0.642 0.682  Valuel
1“‘54‘55'“:&5'2‘“3 " 0.583 0.346 0.609 0.583 0.596 0.682  Value2
15:08:08 - rules.DedisionTable Weighted Avg. 0.62 0.383 0.62 0.62 0.62 0.682
15:08: 14 - rules. DecisionTable
5, DedsionTable . .
=== Confusion Matrix ===
a b <-- classified as
34 18 | a = Valuel
20 28 | b = Value2
w
< >
Status
oK Log W x0

Figure 7. Classification using the technique Cross Validation and Decision tree

Following screen shows the classification result using training set and decision tree.

1

& Weka Explorer — ] >
Preprocess Classify  Cluster Associate Select attributes  Visualize
Classifier
Choose  |DecisionTable -X 1 -5 "weka.attributeSelection. BestFirst -0 1 - 5"
Test options Classifier output
(®) Use training set Correctly Classified Instances 7 77 ~
O Supplied test set et Inc‘.orrectlg.g C}asslfied Instances 23 23
Kappa statistic 0.5389
() Cross-validation ~ Folds |10 Mean absolute error 0.34591
OPeroentage split % 66 Root mean sguared error 0.4015
Relative absolute error 69.9229 %
More options... Root relative squarsed error 80.3561 %
Total Number of Instances 100
{Mom) Node 10 ~
=== Detailed Accuracy By Class ===
Start Stop
i iaht-click for X TP Rate FP Rate Precision Recall F-Measure ROC Area Class
R ki o G| 0.788 0.25 0.774 0.788 0.781 0.83%  Valuel
1‘5“54';;*“:35';&’@ . 0.75 0.212 0.766 0.75 0.758 0.839  Value2
[LaiugiuE - TUes. Decsion [ane Weighted Avg. 0.77 0.232 0.77 0.77 0.77 0.839
[15:08: 14 - rules.DedsionTable
=== Confusion Matrix ===
a b <-- classified as
41 11 | & = Valuel
12 36 | b = Value2
v
£ >
Status
OK Log

Figure 8. Classification using Decision Tree
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Following screen shows classification using cross validation technique and decision tree algorithm.

) Weka Explorer - O *
Preprocess Classify  Cluster Assodate Select attributes  Visualize
Classifier
Choose | DecisionTable -3 1 -5 "weka, attributeSelection, BestFirst -0 1 -N 5"
Test options Classifier output
O Use training set Correctly Classified Instances 62 62 ~
i Fi 3 3
O Supplied test set Set... Inc‘.m:'rec‘.r:lf.,r CI!.a331f1ed Instances 38 38
Kappa statistic 0.2376
(®) Cross-validation  Folds |10 Mean absolute error 0.4286
OPeroemage split w, |65 Root mean squared error 0.4786
Relative absolute error 35.8007 %
More options... Root relative squared error 95.7314 %
Total Number of Instances 100
E{Nom} Mode 10
=== Detailed Accuracy By Class ===
Start Stop
It list (riaht-click fo i TF Rate FF Rate Precision Recall F-Measure ROC Area Class
Rt i (oA for optors) 0.654 0.417 0.63 0.654 0.642 0.682  Valuel
14’54’55*“:35'23”_’3 " 0.583 0.346 0.609 0.583 0.596 0.682  Value2
15:08:08 - rules. DecisionTable Weighted Avg. 0.62 0.323 0.62 0.62 0.62 0.632
15:08:14 - rules. DedsionTable
15:13:03 - rules.DedsionTable X X
=== Confusion Matrix ===
a b <-- classified as
34 13 | = Valuel
20 28 | = Valued
v
< >
Status
x =
Figure 9. Classification using the technique Cross Validation and Decision tree
Following screen shows the result of machine learning technique named as clustering using training set.
£ Weka Explorer - O *
Preprocess Classify Cluster  Assodate Select attributes  Visualize
Clusterer
Choose | EM -I1100-M-1 -M 1.0E-6 -5 100
Cluster mode Clusterer output
(®) Use training set Valus2 13.1049 11.5955 13.8391 5.4605 ~
total 22,9291 20.4163 37.562% 27.0917
() Supplied test set Set... [zotal] -ae ¢ '
Nodeld
OPercemage split % |66 Valuel 2.2293 13.3873 31.2157 8.187%
OCIassestodusters evaluation Value2 20.6983 7.029 6.3472 17.923%
[total] 22.8291 20.4163 37.5629 27.0917
(Mom) Node 10
Store dusters for visualization
Time taken to build model (full training data) : 2.91 seconds
Ignore attributes
=== Model and evaluation on training set ===
Start Stop
Clustered Instances
Result list {right-click for options)
i 20 ( 20%)
1 3 ( 18%)
2 36 [ 36%)
3 26 ( 26%)
Log likelihood: -6.10737
¥
£ >
Status
oK Log w x0

Figure 10. Clustering using training
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Table 4. Actual and predicted class

Predicted Class

Yes No
True False
» » Positive(TP) Negative(FN)
g ¢
O
§ o False True
32 z Positive(FN) Negative(TN)

6. IMPORTANCE OF PERFORMANCE
MATRICES IN MACHINE
LEARNING ALGORITHMS

Every technique that is used is checked on the basis of some
performance metrics derived from using confusion matrix.
There are different learning algorithm which use Python
Ecosystem, logistic regression, visualization or area under
curve matrices can also be used for evaluation.

Following are the techniques and their description

Table 5 Accuracy precision and TP Rate

S.No | Technique Description

1 Accuracy Proportion of all classification
that are accurate.

2. Precision Proportion of accurate
classification that are positive.

3. TP Rate It is used to proportion of

accurate classification, which
are recognized as positive.
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