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ABSTRACT
Recommendation based system on social media posts through
crowd-sourcing is an ambitious task. This paper has formulated
a hybrid algorithm acquaint with a new approach which is based
on weight-based similarity to classify the social media posts as a
positive or negative directional. In this paper, it has been proposed
a scheme to use social media platforms taking crowd-source reac-
tions and gathering information from the comments and posts by a
user. The initial base post is generated by using the Raindrop algo-
rithm where the credibility of the user account is factored as weight.
The reaction from this base post can be used to determine whether
the community is accepting the information of the base post or re-
jecting it with a negative impression. To find positively relevant
comments and posts regarding the base post, the MinHash algo-
rithm is used. Firstly, using substantial steps of Natural Language
Processing (NLP) for pre-processing the data. Then the generalized
MinHash algorithm is used to extract the relevant data from all the
comments and the posts with the signature. Finally, Longest Com-
mon Subsequence (LCS) Algorithm is implemented to categorize
the supporting most similar data, thus the post that triggered by the
user will get the directional data from the relatively matched com-
ments from the shingles.
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1. INTRODUCTION
Adam and Eve are the first human beings, since then social-
ization has begun. Humans are social beings in nature. In this
process from ancient society, people are living and sharing not
only for their safety but also enrich them also. In this phase
of the civilization era, people are more likely to tend towards
socialization. They want to share their beliefs, expressions,
excitements, values with the existing world. For this, crowds
are trying to develop a convivial or friendly relationship with
others. Despite that, almost each and every class of society,
communities are getting more dependent on this kind of plat-
form where they can express every bit of imagination related
to their daily lives. This paper is articulating about a platform
where people are spending a meticulous amount of time Social
Media. Nowadays social network has given the scope to make
the socialization process on a broader scale. Today, people
are being connected not for getting news and views along
with making choices and options through voting and sourcing.
Crowdsourcing is day by day being a buzz word in the internet
market, perhaps within it, no giants are carried forward to future
technology. Social media is the most embraced and significant

platform where people can accomplish, connect, share and do
lots of things.

Living in the most technologically advanced generation, every
aspect of life is affected by digital media. As the availability of
the Internet extends its reach to every corner of the world, people
are getting used to relying on the Internet for almost everything.
It has become a source of entertainment in a way to meet the
necessity. Therefore, to get any kind of information, people
usually take help from the Internet asserting that social media
has become a prominent platform to get information. In every
second, on average, around 6,000 tweets are tweeted on Twitter,
which means approximately 500 million tweets are posted per
day [1]. Therefore, social media is the perfect platform for
crowdsourcing data for information. It is cost-effective and
enough participants are willing to contribute as a crowd. People
need to know how news or information impacts society and may
predict the impression the news causes on society but there is
zero credibility of these predictions. So, automating this system
would be more conceivable to accept the aftermath.

Crowdsourcing is a model from which we can glean information
and services related to our studies. It is mostly used to expand
the capabilities of the model, find a solution to unaccountable
technical challenges. For our proposed model, crowdsourcing
is the perfect mechanism by which we can accumulate data to
train our model. To assemble information related to a piece
of news or incident, a social media platform can be used very
effectively [2]. Currently, social media is one of the primary
means of expressing ones opinion to share with everyone around
the world who has access to the Internet. Nowadays, people
using social media are more willing and comfortable to give an
opinion or information rather than in the physical world. For
any kind of information gathering through social media, the first
important thing is to generate a post on social media, which will
act as the base post for target information. The base post must be
generated according to proper calculation. Raindrop algorithm
is a method of solution for the non-linear equation. Factoring
the verification of the account, duration of the account and,
friends or followers of the account as weight, the base post can
be generated. Crowdsourcing informative data from the posts or
reactions of social media users on the base post can be used to
generate an efficient dataset to extract information relevant to an
event or statement.

Prediction of the acceptance of the society for any news can be
assured using the Confusion Matrix. Implementing Confusion
Matrix on the dataset of reactions gathered from crowdsourcing
can give the result whether the post is accepted by the society
or rejected with a negative impact. From the generated dataset,
the positively relevant data to the base information can be
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extracted, and discarding negatively related posts, using many
methods. But before this extraction, each datum from the dataset
has to be pre-processed by several steps of natural language
processing. For extracting the appropriate data, the data needs
to be pre-processed for employing methods of NLP and its
sub-fields. Each datum has to be broken down into tokens by
the NLP process and only then the relevancy can be analyzed.
MinHash is a probabilistic hashing algorithm that can be used
to determine the similarity between two sets. In the generalized
MinHash algorithm, the Jaccard Index is used to represent how
relevant two sets are. This can also be used to extract which data
from the dataset are relevant to the event or statement. Finally,
the Longest Common Subsequence algorithm can extract the
most similar posts from the dataset using threshold.

In the following sections, literature review, a brief proposed
methodology and conclusion with the future plans will be dis-
cussed.

2. LITERATURE REVIEW
A few existing articles along with some basic knowledge re-
viewed to build a competent model for the recommendation. In
this section, we will present a brief description of the basics be-
hind the model.

2.1 Raindrop Algorithm
This Algorithm is an iterative process to find the global optimal
solution of a non-linear program, which is inspired by the na-
ture of the raindrop. The optimal solution is determined by using
Random Walk model in this algorithm. If N raindrops falls on the
ground S and the location of ith raindrop is denoted by xiεS, we
can assume that after the raindrops fall, they will move at each
time interval to reach the local optimal point [18]. Considering
that the raindrops have restriction in movement, they can only
move to one of 2n directions where n is the number of dimen-
sions [3]:

di,k =

{
viek k ≤ n
−viek−n n < k ≤ 2n

(1)

where [e1, e2, ..., en] = In with In an n×n identity matrix. Here,
vi is the velocity of raindrop i. Each time interval the direction is
changed based n the optimal location. If the raindrop is moving
toward the optimal location, the direction does not change, but
the velocity of the raindrop decreases by half. If the direction
is not right then the direction is of the raindrop changes to the
following equation-

di,j+1 = argdi,kminf(xi,j + vidi,k) (2)

where j is the time interval. Finally, when the raindrop reaches
the local optimal location, it gains the velocity of zero and stops
[3]. Global optimal solution is one of the local optimal solution
found by the raindrops.

2.2 Crowdsourcing
A thousand minds are better than one. Crowdsourcing is a
phenomenal method of using many minds to find a solution
to a problem. Crowdsourcing is not a new approach but it has
been reinvented by Jeff Howe and Mark Robinson in 2005 [4].
Crowdsourcing is an approach to outsourcing. It outsourcing
tasks to a large and undefined crowd through an open-call. By
crowdsourcing, useful information can be extracted efficiently
from data acquired by the crowd participants. Crowdsourcing
has changed the paradigm of a business approach to software de-
velopment. It is one of the significantly low costing approaches
to complete a task as basic as collecting data to solve crucial

problems like image processing.

The Internet is the main enabling factor of crowdsourcing every
internet user may become a potential contributor. Crowdsourc-
ing is evolving as a distributed problem-solving model [5]. It is
mainly depended on the intelligence and contribution of a large
number of people. Crowdsourcing can be a mean of validating,
modifying and improving a hypothesis [6]. There are three main
factors of crowdsourcing:

—Requester: Requester is the person who is publishing the task
or the problem that needs a solution.

—Crowd: Crowd of people is the responders of the problem
published by the requester.

—Platform: And finally, a platform where these interactions be-
tween requester and crowd take place.

There are some issues in crowdsourcing that needs to be taken
under consideration:

—Quality: Not everyone in a crowd has the same level of exper-
tise, therefore it tends to create a quality management issue.
There may be people intentionally gives the wrong answer or
not have enough training. To maintain the quality of the data,
a standard quality answer is inferred from the noisy dataset.

—Cost: Crowd is not necessarily free. Which means crowd-
sourcing can be costly. When using crowdsourcing for a task,
the cost control factor needs to be taken into consideration.

—Latency: Crowds involvement can cause excessive latency.
The crowd may be distracted or unavailable for the task or the
task may not be appealing to the crowd. If the requester has a
time constraint, then latency in crowdsourcing is an important
issue.

2.3 Data Mining
Every feature of the current world is factored by data. But the
main concern is whether useful and meaningful information is
extracted from data. The term “Data Mining” develops from
this query. Data mining is defined as a process extracting
hidden information from the data set which was previously
unknown and is potentially useful [7]. It has many advantages,
such as it provides useful information that queries and reports
which unable to provide us efficiently. This technique can also
be explained as finding the correlations in a large relational
database based on the different depth of angles.

However, Data mining is composed of several phases. The first
phases are used for data pre-processing where data is prepared in
a format for further use and the rest are used to work on the data
where hidden information is retrieved. In the modern world, the
massive use of the internet and computer has provided an end-
less stream of data for any given requirement and the term Big
Data has come as an outcome from the massive use. Information
on Big data is collected from any complex social network. How-
ever, the study of data mining from social networks is of great
value [8]. Crowdsourcing data can reflect various patterns of hu-
man thought processes, experience, and activities due to having
social, economic and cultural information in it. The process of
data analysis is very important for the focused mining data for
specific information from data produced by social networks.

2.4 Natural Language Processing (NLP)
NLP is a tract of Artificial Intelligence and Linguistics, which
analyzes human language computationally. It is a major factor
associated with the branch of science, which focuses on the
development and improvement in the process of learning the
human language as a machine [9]. Natural language processing
is a branch of computer science and artificial intelligence
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which is concerned with the interaction between computers and
human languages. Natural language processing is the study of
mathematical and computational modeling of various aspects
of language and the development of a wide range of systems.
These include the spoken language systems that integrate speech
and natural language.

Natural language processing has a role in computer science be-
cause many aspects of the field deal with linguistic features of
computation [10]. Natural language processing is an area of re-
search and application that explores how computers can be used
to understand and manipulates natural language text or speech to
do useful things. The applications of Natural language process-
ing include fields of study, such as machine translation, natu-
ral language text processing, and summarization, user interfaces,
multilingual and cross-language information retrieval (CLIR),
speech recognition, artificial intelligence (AI) and expert sys-
tems processing language [11]. Understanding a language is
hard, so it is done by breaking a sentence in a token step by
step and understanding each token [12]. The steps of NLP that
we adopted can be pipelined as:

—Sentence Segmentation
—Tokenization
—Lemmatization
—Dependency Parsing
—Named Entity Recognition (NER)
—Coreference Resolution

2.5 MinHash Algorithm
Processing large-scale data, finding similarity, distance and data
computation is an elementary research area of this modern phe-
nomenon. In recent times, the hashing techniques have been cer-
tified to efficiently conduct similarity estimation in terms of both
theory and practice. MinHash (mine-wise independent permuta-
tions) technique is usually used to estimate similarities between
the two sets and weights [13]. MinHash is generalized to esti-
mate the generalized Jaccard similarity of weighted sets. Let U
be a set and A and B be subsets of U, then the Jaccard index is
defined to be the ratio of the number of elements of their inter-
section and the number of elements of their union [14]:

J(A,B) = |AB|/|AUB| (3)

This value is 0 when the two sets are disjoint, 1 when they are
equal, and strictly between 0 and 1 otherwise. Two sets are more
similar when their Jaccard index is closer to 1. In this work, the
concentration is on finding the percentage of similarity between
two sets that one is considered as hashtags and another one is
the user feedback against the task message. MinHash generates
a score against each of the feedback and a threshold value is
fixed to filter feedback initially based on their similarity score
and these strainer outputs are used in raindrop algorithms to re-
trieve more relevant feedback precisely [15].

2.6 Confusion Matrix
In the field of Text data mining, Text classification has become
one of the most important techniques. The task is to automati-
cally classify data into predefined classes based on their content.
In classification problems, higher accuracy in classification is
the primary concern. However, the identification of the features
having the largest separation power is also important [16]. Even
more, this is mainly because the larger the number of attributes,
the sparser the data become and thus many more training data
are necessary to accurately sample such a large domain.

Text classification has become one of the most important tech-
niques in text data mining [17]. Data is classified into predefined

classes based on their content automatically by this technique.
Higher accuracy in classification always remains as a primary
concern in classification problems. But the most important thing
is the identification of the features having the largest separation
power [18]. There is a proportionate relation between the at-
tributes and data. The larger the number of attributes, the sparser
the data becomes. As a result, for very large data sets (such as
Twitter response), the classification is highly dependent on fea-
ture selection. However, many more training data are necessary
to accurately sample such a large domain. A confusion matrix of
size n × n associated with a classifier shows the predicted and
actual classification, where n represents the number of differ-
ent classes. The Confusion matrix assumes that the occurrence
of each word in a document is conditionally independent of all
other words in that data given its class.

2.7 Longest Common Subsequence (LCS)
LCS is a technique to find the longest common sequence in the
given information or data. To find the approximate identical in-
formation, we have operated the LCS algorithm [19]. If A is a
sequence of length p and B is another sequence of length q then
we have to look at each and every possible subsequence from A
whether it is a subsequence of B [20]. We employed the dynamic
approach of this algorithm to reduce the time complexity of our
proposed model. The time complexity of the algorithm is O (pq)
where p, q are the length of the strings or data [20]. Thus, we can
find the most common patterns or indistinguishable information
by which we can perform classification.

3. PROPOSED METHODOLOGY
The proposed system designs an efficient Data Mining technique
that can support analyzing a post on social media in a manner of
society accepting the event of the post in a positive demeanor or
in rejecting it with a negative attitude. Afterward, special meth-
ods are constructed to identify the comments which are posi-
tively relevant to the event of the base post and distinguish which
ones are negatively relevant.

3.1 System Architecture
Using the social media platform, a user posts a statement or a
piece of eventful news including distinctive keywords. As social
media is a place of virtual socialization, there are enough public
network users to form an appropriate crowd. The reaction from
a user is used to determine the factor of how the community is
accepting the post. So, reaction is used as a feature by which
we can find the discrepancies. The comments using the partic-
ular keywords are collected to form an effective dataset to use
for assembling relevant comments segregated by whether it is
positive or negative. Figure-1 depicts the proposed methodology
hybrid algorithm. Following are the steps by which we can gen-
erate comments and classify them-

3.1.1 Data Collection:. Day by day data is promulgating
exponentially. Because Social Media consists of a huge amount
and various types of data, we glean data from this platform.

Firstly, the post generation, we enumerate three factors of the
Raindrop Algorithm weight, direction and average velocity.
Weight can be calculated considering three properties of a user
the creation of the social media account, user’s social media
rating and verification of the account. For the direction of the
post, we can segregate the post in a positive or negative post.
And, the velocity of the post can be measured by considering the
number of comments and how fast a post reaches to the people’s.
Finally, we will create a post based on these factors. Here, three
major factor has been focused. The nature of the user as the
ratting of the user, follower of that particular user or year of use
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Fig. 1. Proposed Methodology of the weight based similarities hybrid
algorithm

in the social media. When the post is been made, the keywords
also to be thought of shingles of the future NLP works. User
also focus on the zone of the comfort about the comments as the
user is expecting the vibration about the nature of information.
From there the post will be ready using the raindrop algorithm.

3.1.2 Confusion Matrix Generation:. After creating a post
based on the three factors of the Raindrop Algorithm, a con-
fusion matrix will be generated. From the confusion matrix,
we get the percentage of True Positive, True Negative, False
Positive, False Negative, the Precision, and the Sensitivity. From
there, it is determined whether the society accepts the base post
positively or have negative impression over it. We will accept
the data if the outcome is positive otherwise reject the data for
further processing.

3.1.3 Pre-processing and Classification:. At first, pre-
processing is done on the positive outcome data. For the
pre-processing we adopt tokenization. Tokenization is a process

Fig. 2. Algorithm of the proposed model

of replacing data with identical identification symbols that
maintain the structure of the data. After that, the MinHash
algorithm will be applied to the data. MinHash technique is used
to find out the similarity between the user response and the post.
Jaccard similarity is calculated to sort the feedback comments
and posts in order of relevancy. Jaccard Index is calculated
using the tokens form each feedbacks and distinctive hashtags
from the base post. The comments which has a higher Jaccard
Index or score are more relevant. Taking threshold value, theta
(θ)= 0.75, the feedbacks which has a higher or equal score than
the threshold are filtered to the relevant data. Then, we find
the longest common subsequence of the user response and the
generated pre-processed post.

Employing the LCS algorithm, we will find the most common
substring between the user post and generated post as the
inessential words should be negligible and eliminating them
before extracting the efficiency can increase the performance
of the comparison In the flowchart, N is the percentage of the
longest matching sentence. Hence, we compare the percentage
with a percentile which defines the approval performance of the
post. If N is higher than the percentile, then we approve the post
otherwise abort the post. Figure-2 represents a brief working
flow of the complete methodology.

4. CONCLUSION
In this work, a confusion matrix defines the post-acceptance
from the reductions given by the users. We apply natural lan-
guage processing to extract words and phrases from the text
which is used in the MinHash algorithm to determine the sim-
ilarities between the shingles and creating a meaningful signa-
ture. Finally, LCS algorithm is applied to the outcome dataset
from MinHash to find the optimal result. We have already imple-
mented NLP on the text and MinHash algorithm. The similarities
between the shingles vary by the number of keywords inserted
for searching. The original raindrop algorithm implemented to
find out the weigh vector of the post but the percentile formula-
tion with that weight vector could not plotted yet on this work
due to lack of time and we will work on it in the future.
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