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ABSTRACT 

In recent years, Cloud computing has changed the entire 

Information Technology (IT) domain due to bi-overlay focus 

points as against the traditional computer networks, i.e., 

capital expenditure (CapEx) and operational (OpEx) 

reduction. Both Cloud users’(CS) data and business reasons 

are stored in remote data centers and accessed through the 

network, typically the internet. The geographic distribution of 

Cloud data centers poses a risk to Cloud security. 

Consequently, a Distributed Denial of Service (DDoS) attacks 

remains the most prominent threats to Cloud data availability, 

confidentiality, and integrity. This paper explores Fog 

computing and Software-defined Networking (SDN) to 

mitigate Cloud networks against DDoS attacks. Fog 

computing center intermediate node between the CS and the 

data center, ”Fog computing is proposed as an additional 

firewall to complement the security of the Cloud networks 

due to its closeness to the ground, and internet of things IoT 

devices and also ensures better security, Quality of Service 

(QoS), low latency, real-time data process, location 

awareness, and mobility support.” Additionally, SDN that 

decouples the data plan (hardware) from the control plan 

(software) is employed to provide a global view of the Cloud 

network, and better management of the entire security 

architecture. The research presents DDoS security challenges 

and conceptual description of mitigating it with Fog 

computing and SDN. 
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1. INTRODUCTION 
Cloud computing provides organizations with benefits by 

reducing CapEx and OpEx to a reasonable level [1]. 

Unfortunately, as the Cloud adoption rate increases, the Cloud 

becomes a point of attraction for cyber-criminals [1][2]. 

Among all the cyber-attacks recently, DDoS poses a concern 

for both industries and academia. The DDoS attacks prevent 

legitimate CS from accessing the Cloud resources by over-

flooding the server with illegal requests thereby, making 

Cloud resources unavailable. A DDoS also takes advantage of 

CU software vulnerabilities to install malicious software 

called malware that makes the victims captive and act like 

"Zombie" to perform illicit acts [2]. The attacking nature of 

DDoS is not static, up-to-date approaches to mitigate its 

effects becomes necessary. New technological paradigms 

such as Fog computing and SDN are proposed by researchers 

to strengthen Cloud infrastructure [3]. Fog computing center 

intermediary node between the Cloud data-centers and the CS 

helps solve security challenges by serving as an additional 

firewall to the data centers, thereby filtering all ingress and 

egress packets in real-time and block the compromised 

packets close to its source [3]. The Fog computing also 

enhances the latency challenge encountered in Cloud 

networks, by bringing minimal computational procedure, and 

data storage close to the edge node where the data was created 

or needed [5]. Additionally, SDN that decouples the data plan 

(hardware) from the control plan (software) is employed to 

provide a global view of the Cloud network, and better 

management of the entire security architecture. [4][6][8][12]. 

As stated in [13], the SDN programmability nature is a feature 

this research uses to develop appropriate packet classifier and 

packet flow decisions to enhance data availability, integrity, 

and confidentiality in Cloud infrastructure. This paper's main 

contribution is to provide a conceptual framework of how 

these two paradigms improve security in Cloud networks. The 

rest of this paper is as follows: Section 2 introduces the 

benefits, challenges of Cloud computing, Section 3 gives an 

overview of DDoS attacks, Section 4 presents Fog and SDN 

roles in Cloud network, Section 5 views an account of related 

past works, Section 6 presents the motivation and research 

method and Section 7, 8, and 9 presents the result, conclusion, 

and references respectively.  

2. CLOUD COMPUTING BENEFITS 

AND CHALLENGES 
The deployment of different Cloud service models reduces the 

cost of doing business. The Cloud service models available to 

CS are Infrastructure-as-a-service (IaaS) which makes, CS 

outsource IT hardware and reduces the CapEx and OpEx on 

the part of CS. Software-as-a-service (SaaS) makes CS use 

software applications over the Internet via subscription or free 

of charge for limited access. Lastly, Platform-as-a-service 

(PaaS) makes software developers and vendors develop and 

host their applications with ease. Cloud computing distinguish 

from the traditional client/server network with the below five 

distinct characteristics: 

1. Broad Network Access: CS can access the Cloud network 

from multiple locations simultaneously, e.g., home and office 

using various types of customer devices, such as phones, 

personal computers, tablets, smart televisions, etc. 

2. Rapid Elasticity: CS can adjust workload variations by 

automatically upscale and downscale services without CS 

awareness. 

3. Resource Pooling: Multiple CS through a multi-tenant 

model can use the same physical infrastructure and maintain a 

high security and hardware utilization level. 

4. On-demand self-service: CS can perform all the actions 

needed to set up a Cloud service on their own, e.g., going 

through an IT department. The CS request is then handled 
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automatically without human involvement on the part of the 

service providers. 

5. Pay-as-you-use: Cloud networks, unlike traditional Client 

/ Server networks, use Cloud application software that 

measures and charges each CS based on the service's use. 

With all advantages, cloud computing faces numerous 

challenges in terms of security, high latency, stringent service 

level agreements (SLA), support for mobility and real-time 

application, and a single point of failure. Security issues such 

as Denial of Service (DoS) and (DDoS) pose threats to Cloud 

data availability, integrity, and confidentiality. The single 

point of Cloud network failure that exists between the CS and 

data center architecture layout also stands to benefit cyber-

criminals from making Cloud service unavailable and 

unreliable [13].  

3. DDoS ATTACKS IN CLOUD 

NETWORK 
The DDoS attacks prevent legitimate CS from accessing the 

Cloud resources by over-flooding the server with illegal 

requests thereby, making Cloud resources unavailable. A 

DDoS also takes advantage of CU software vulnerabilities to 

install its malicious software called malware that makes the 

victims captive and act like “Zombie” to perform illicit acts 

[2]. The attackers are usually motivated by different forms of 

incentives, i.e., revenge, ideological belief, financial, and 

economic gains, cyber-warfare, and intellectual contest [14]. 

DDoS attackers mostly target either the Network/Transport 

layer or the Application layer. The Network/Transport layer 

launch attacks use the Transmission Control Protocol TCP, 

User Datagram Packets UDP, Internet Control Message 

Protocol ICMP, and Domain Name Service DNS to perform 

IP spoof [14]. The attacks category includes flooding attacks, 

protocol exploitation, reflection-based attacks, and 

amplification-based  attacks [14] [15]. The Application-level 

flooding attacks target specific characteristics of applications 

such as hypertext transfer protocol HTTP and session 

initiation protocol SIP [14]. Detecting DDoS attacks is 

difficult because attackers mostly use spoofed (fake) IP 

addresses to send packets and make it difficult to detect or 

trace-back [15]. The DDoS attacks are capable of rendering 

the Cloud services unavailable or degrade its performance due 

to spike packet requests. Different methods like intrusion 

detection, anomaly detection using numerous machine 

learning algorithms have been proposed in the past [2]. Most 

techniques bring an additional computational burden to the 

Cloud server, making it unable to process large requests in 

real-time [22]. Also, the lack of up-to-date dataset made it 

difficult for these methods to mitigate recent DDoS attacks 

since the attacking nature is not static [15]. Fog computing is 

a promising technique to mitigate such attack since the 

packets need to pass through the Fog server before it gets to 

the data-centers, the Fog server stands as an additional 

firewall to filter these illicit packets requests. Figure 1 below 

shows a DDoS attack scenario, where legitimate CUs are 

controlled by an attacker to send unsolicited packets to the 

server. 

 

 

Fig 1:  DDoS Attack Scenario  

4. FOG COMPUTING AND SDN ROLES 

IN CLOUD NETWORKS 
To address the challenges of Cloud network CISCO 

introduces Fog computing in 2012 [25]. Fog computing center 

intermediate node between the CS and the data centers, 

therefore some little computation, storage, processing, et.c can 

be done within the Fog server otherwise, are forwarded to the 

Cloud data centers [25]. Fog computing is not a replacement 

for Cloud computing, rather complements the Cloud services. 

Figure 2 shows the Cloud and Fog architecture. Fog  

 

Fig 2: Cloud and Fog Computing Architecture 

computing faces security challenges due it mobility supports 

and less computational ability with thousands of IoT devices 

characterized by power challenge and less security to connect 

to the Fog server [13]. The Fog server ensures a better 

security feature by detecting and blocking DDoS close to the 
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attack source. Additionally, to provide better security 

monitoring and global knowledge of the entire network, SDN 

is introduced. SDN decouples the data plane (hardware) from 

the control plane (software) thereby, increasing the network 

management. SDN networks have capabilities such as 

centralized control, flow abstraction, dynamic updating of 

forwarding rules, and software-based traffic analysis [26].  

5. RELATED WORK 
Research in [8] shows that every time a new packet arrives at 

the SDN OpenFlow switch, the destination packet header in 

the flow table is checked before actions are taken. If a match 

is found, the packet will be forwarded to its destination 

following the instructions in the flow table; otherwise, it will 

be sent to the SDN controller for further decision-making, i.e., 

accept or discard the packet. The work proposes a flow 

collector as a new module within the SDN controller. The 

flow collector is responsible for applying statistical methods 

to evaluate the unidentified packet, i.e., normal or malicious. 

Some performance matrices, such as detection rate 

management, false alarm, are considered to validate the 

system. [9] explores the collaborative approach of attack 

detection and containment unique to SDN. The researchers 

proposed a system of sensory monitors distributed over a 

network and an attack correlation with the Open Virtual 

Switch (OVS) SDN controllers. The monitor is sensitive and 

lightweight with the ability to detect network traffic anomalies 

rapidly. To comply or reject the suspicion, an attack correlator 

alerted by the monitor collects more evidence with a 

controller's aid to verify the attack signature. The controller 

coordinates further measures to update the normal traffic 

profile to prevent future false alerts or to mitigate the effects 

of an attack. Global Environment for Network Innovation 

(GENI) has been tested. [10] explains how Cloud computing 

properties help DDoS attacks expand, some features of SDN, 

and the challenges it faces in mitigating DDoS attacks. The 

problems listed include a single failure point, unauthorized 

access, malicious applications, etc. The researchers proposed 

solutions available such as TLS, FortNox, and AVANT-

GUARD transport layer security. Future research directions 

such as the prevention of DDoS are recommended on mobile 

networks, DDoS fault-tolerant, and multiple location defense 

method. [2] noted that the significant attribute of a DDoS 

attack is spoofing the IP address that hides the attackers' 

identity and IP spoofing frustrate packet traceback of the 

attack. The work proposes fingerprinting a host-based 

operating system (OS), which uses passive and active 

approach methods to compare the incoming packet operating 

system from its database. The passive monitoring collects and 

analyzes the incoming packet's TCP / IP header functions 

using the P0f tool. The OS's fingerprinting is accomplished by 

comparing the analyzed header information with the known 

OS database of P0f to determine its actual OS. Using Nmap 

device, specially designed probe packet is sent to the received 

packet's IP source in an active state. If the spoofed IP address 

is active, it will return a response that Nmap captures from its 

database and uses it to identify its OS. Comparison is made of 

the observed OS during both passive and active probes; if a 

match exists, it means the packet is legitimate; otherwise, it is 

spoofed. [23] proposes a lightweight scheme, based on rules 

to efficiently identify packets sent as legitimate, or malicious, 

to a network switch. All incoming OpenFlow switch port 

packets are inserted in the flow buffer that initiates the flow 

table search to find a rule that fits the packet message area, 

e.g.iP / TCP header, UDP, etc. If the match occurs, it will only 

pass the packet to its desired destination; otherwise, it will 

send a packet_in message to the OpenFlow controller 

requesting the switch to provide associated data and check if 

the system is under DDoS attacks by setting the hard_timeout 

and idle_timeout to 60 and 10 seconds respectively. The 

controller maintains records of incoming packets, numbers of 

packets per flow, the size of packets per flow, and each entry 

in the flow table, all of which are used to measure the average 

packet threshold. If the packets are not equal to the average 

threshold, then the network is deemed under DDoS attack, 

the hard_timeout and idle_timeout to 60 and 10 seconds are 

implemented. When the flow is higher or equal to the packet 

threshold, the network is deemed normal, and 

the hard_timeout and idle_timeout parameter of 600 and 100 

are specified. If the legitimate packet request is high, the False 

alarm rate can trigger. [11] proposes a Secure Controller SeCo 

algorithm to mitigate the DoS attack in the SDN controller. 

Four functions are used in the algorithm. First, threshold 

counters to differentiate between regular and DoS packets. 

Second, multiple counter functions help monitor each part of 

the data plane so that the packet sent to the controller is 

known. Third, the DoS function module helps detect and 

locate when an attack is initiated to stop the controller from 

processing fake packets. Finally, the DoS Defense function 

instructs the data plane to drop packets from the affected port 

or disconnect the controller's connection and the data plane. 

The simulation was performed with Mininet, POX tools, and 

performance comparison was carried out with and without the 

SeCo algorithm. SeCo uses 57%, while without SeCo uses 

90% of CPU resources.  

6. RESEARCH MOTIVATION AND 

METHOD 
This study aims to analyze how SDNs is used in the Fog 

network to ensure security, flexibility, and centralized 

network management. Because of the decoupling nature of 

SDN or the separation of software (control plane) and 

hardware layers (data plane), much of network management is 

achievable. The challenge is to justify how SDN-administered 

Fog network deployment is more inclined towards security 

against DDoS attacks than conventional Cloud network 

deployment. Providing mitigation against DDoS attacks 

comes with enormous technical challenges, which includes; 

1. Identification is difficult because the attack imitates 

a legitimate packet or use the Botnet controller to 

instruct the   "Zombies" CU. 

2. The potential for packet misclassification is high, 

and DDoS packets classified as a legitimate packet 

will lead to False Positives. Also, packets maybe are 

classified as DDoS, which may lead to False 

Negatives. 

3. DDoS also uses tactics of IP spoof to initiate their 

attacks, thereby making it very difficult to trace-

back attacks. 

Providing adequate measures to address these challenges 

while ensuring data availability, integrity, and confidentiality 

requires thorough research in this area. 

7. PROPOSED METHOD 
The research seeks to achieve service availability in the Cloud 

network using Fog computing and SDN. The following are 

the three steps needed for better security of Cloud Network 

Step 1: The research analyzes each packet received in the Fog 

computing network via its TCP / IP header to detect  
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IP spoof. 

Step 2: It uses a classifier to distinguishes between normal and 

malicious packets while ensuring high accuracy and 

less computational complexity. 

Step 3: Insert the design in 2 into the flow control rules and 

mechanisms to absorb or discard normal and 

malicious packets before they overwhelm the 

computing power of the SDN controller. 

 

Fig 3: Fog and SDN Security Workflow 

8. RESULT 
When the packet arrives at the data plane (i.e., from CU 1, CU 

2, or CU 3), it checks the window size and time to live TTL 

for any anomalies. If the arrived packet's destination address 

is available in the Data plane flow table (I.e., CU 2 to CU 3), 

the packet will be forwarded to the appropriate destination; 

otherwise, it will be sent to SDN Controller inside the Fog 

server. The SDN controller, through its DDoS classifier 

algorithm, checks the packet received and performs the 

filtering process. If it's legitimate, the flow rule in the data 

plane will be updated to accommodate the packet and send it 

to the appropriate destination; otherwise, it is dropped. All 

legitimate packets are checked and must be less than the Fog 

server threshold before it can be processed; this is to ensure 

QoS; otherwise, the packet is sent to the Cloud server. Figure 

4 shows the architectural workflow of Fog and SDN managed 

Cloud network. 

 

Figure 4:  Architectural Layout Fog and SDN Security   

Framework 

9. CONCLUSION 
 The security issue of the Cloud is the main focus of this 

work. DDoS is considered as the most prominent security 

threat to Cloud data availability, integrity, and confidentiality. 

This paper combines Fog computing and SDN as a single 

mitigation technique to achieve better results. It also considers 

IP spoof as a great technique to carry out DDoS. The IP spoof 

detection is carried out near the source of the attacker in this 

research, this  will boost attack trace-back.  
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