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ABSTRACT 

This paper explores the known but silent effects of ICT 

devices on our environment and health. The use of ICT 

devices is very crucial and paramount to our daily activities 

but the negative and positive effects especially with the new 

idea of Internet Of things (IOT) that will make the sensors 

part of our daily routine till we go to bed. The negative effect 

ranges from exposure to toxic compounds, high energy 

consumption due to high reliance on ICT devices, exposures 

us to non-thermal radio frequency radiation from Wifi, 

cellular and many more. The positive effect of ICT and its 

associated devices are too numerous to list which have been 

adopted in every spheres of human endeavour. The aim is to 

build a K-nearest neighbor and random forest technique to 

access the impact of ICT devices in detecting human heart 

diseases caused by ICT radiations. This will help reduce the 

stress of searching and waiting with hope for specialists to 

look at results of images when diagnosis are performed by lab 

scientists in determining whether the patient is fine or have 

heart disease. This contributes positively to the healthcare 

delivery system and promotes our next level of digital 

economy in the society at large because of the limited number 

of medical doctors. We adopted the k-fold cross validation 

test to have a better classification report. The KNN produced 

90% cross validation test accuracy which was observed to be 

higher than the random forest with 85.71% cross validated 

accuracy. 
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1. INTRODUCTION 
Information communication technology(ICT) employs 

wireless communications for mobile users with wireless 

fidelity(WIFI) and cellular network supported devices[1],[2]. 

The fifth generation(5G) is a virtual reality considered as the 

base technology for Internet of Things(IoT) where machines 

communicates and help human interpret results of 

diagnosis[3]. The electromagnetic field(EMF) radiations are 

harmful to human health based on biological stress 

response[4],[5],[6]. The concern has been the risk of cancer, 

cataracts, and DNA degeneration that may also lead to heart 

problem among people living near based stations or ICT 

devices([7],[8],[9],[10],[11]. Recently, Prasad et al.[12], Stein 

et al.[13] and Szmigielski[14]  recorded some proliferative 

and tissue injury effects of mobile users exposure to 2450 

MHz radiation in HL-60 which are liable to have cancer 

related problem. We are exposed to EMF's of radiations in 

every sphere of human life around ICT within the 

environment[15]. The sources of EMF's have increased in 

modern days with the advancement of technology in adopting 

5G technology. The spectrum of EMF's source extends from 

magnetic to static fields, radio frequency, visible light to 

gamma rays and infrared[16]. The non-ionizing radio signals 

cannot directly cause changes in chemical bonds but the 

ionizing magnetic spectrum/signals can cause changes that 

may lead to tissue damage and cancer related 

disease([17],[18]. There are several types of supervised, semi-

supervised, reinforcement and unsupervised learning 

techniques employed to train and detect human 

disease[19],[20],[21]. The evolution of AI has changed the 

entire 21th century in terms of technological advancement. 

The exponential growth of machine learning under AI is the 

most trending field of study that drives an innovative system 

for digital economy[22],[23]. Supervised learning algorithms 

are used to solve regression and classification problem, 

unsupervised can be employed to solve association rule 

mining and clustering problems[24] . Supervised meaning to 

oversee or derive a particular activity and make sure is done 

correctly. In this type of learning the machine learns and to be 

guided through a given training data input(s) labeled to 

produce output. The Unsupervised means to act without 

anybody supervision or direction and trained on unlabeled 

data without any guidance[25].  Here the data is not labeled, 

there is no guidance and the machine have to figure out the 

dataset given and find out all the hidden patterns about the 

target(output). Reinforcement means to encourage a pattern of 

behavour with no predefined data. The agent interacts with its 

environment by producing actions and discovers errors or 

rewards. The agent learns through trial and error with 

punishment and adopts reward system of feedback[26]. The 

Semi-Supervised learning employs the idea both 

sizable(small) amount of labeled data and large amount of 

unlabeled data for training purpose[27]. The semi-supervised 

learning is the combination of supervised that has labeled data 

and unsupervised learning with unlabeled data[28]. The 

reinforcement learning is also known to be learning by critics. 

The algorithm will be given the task of making different 

possibilities to find the correct answer from the task of giving 

a wrong answer[29]. We need specialists (doctors) when 

diagnosis are performed to look at the images in determining 

whether the patient is fine or have heart disease. We are 

automating the initial screening process of doctors detecting 

human heart disease from results of diagnosis because of the 

limited number of specialists(doctors). The RF and KNN 

algorithms are used to determine whether a particular patient 

is having heart disease or not without waiting for a specialist. 
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The aim is to build a K-nearest neighbor(KNN) and random 

forest(RF) model as an ICT tool for detecting human heart 

diseases that occurs in nature. We are proposing to train and 

test the model using Kaggle online heart disease dataset. It 

contributes significantly to the healthcare delivery system and 

promotes our next level digital economy in the society at 

large. The k-fold cross validation test will be adopted to 

produce a better classification report. Python in 

ANACONDA will be used for simulation with some 

diagnostic tools to measure the performance metrics of both 

models.  

This paper is divided into sections as stated: section one 

contained the introduction; Section two presents a brief 

review of about previous methods to the study area and the 

gap in exploring the proposed model; Section three, 

introduces the materials and methods with the different 

techniques adopted and materials used for developing the 

model; Section four, focuses on the results and detailed 

discussion of results; Section five presents the conclusion. 

2. RELATED WORKS 
Omotosho et al.[30]; carried out a research to ascertain the 

growth rate of ICT users with e-health strategies of wireless 

technology. From findings advised users to invest on ICT for 

Internet of Things(IoT) without considering its health related 

challenges where machines can communicate and expose 

human to radiations. They also proposed to increase the 

number of high frequency for powered-base stations of ICT 

device as a base technology for 5G wireless communications. 

The result reveals that human exposure to such higher 

frequencies of WIFI and cellular networks that range from 6-

100Hz millimeter waves can cause 58% negative effect on 

human health. Breckenkamp et al.[31]; proposed a study on 

"the effect of microwave or EMF radiations" emitted by ICT 

devices(cell phones) on human chromosomes. The study 

recorded some dose dependent effects such as the risk of 

having cancer, heart disease and brain damage for mobile 

users for those living close to base stations[32]. Lacohe, et 

al.[33]; developed a multi-layered model to interpret possible 

health challenges involved in the use of ICT devices. The 

emission of EMFs causes adverse effect on human health. 

They stated that the technology behind 5G is to use high radio 

frequencies in accommodating and transporting large amount 

of data at high speed across the globe. The research shows 

that pulse EMF radiations are more dangerous to human 

health than pulse of non EMF's and signals of 5G radiations 

which can cause heart disease, cancer and damage in human 

DNA. 

Prasad et al.[34]; developed an expert system using context 

sensitive auto-associative memory neural network(CSAMM), 

Bayesian nets, DT and PSO to carry out diagnosis on human 

disease called asthma. The dataset was collected through 

questionnaires with 25-patients clinical data for analysis. The 

CSAMM produced 84.32%, followed by PSO(84.16%), 

BN(81.17%) and C4.5 type of DT with (83.83%) accuracy. 

The general performance was poor in terms of accuracy and 

speed which required more clinical data and training time to 

perform well as required. Ba-Alwi and Hintay [35]; developed 

a model using data mining classifiers using Naive Bayes(NB), 

NN, j48 and DT to diagnose and detect the disease called 

hepatitis. The NB was recorded to have the best classification 

with 96.52% accuracy rate. A combination CART, ID3 and 

C4.5 types of DTs are employed in diagnosing the disease 

known as hepatitis[36]. The CARD gave 83.2%, ID3(64.8%) 

and C4.5(71.4%) metrics of accuracy which was not 

encouraging in terms of accuracy and training time. 

Vijayarani and Dhayanand[37]; proposed Naive Bayes and 

SVM classification techniques to diagnose and detect live 

disease. The NB performed better and produced 79.66% 

metrics of accuracy compared to the SVM with 61.28% rate 

which was below average. Rajeswari [38];  carried out an 

analysis on human liver disorderliness using FT-tree, Naive 

Bayes(NB) and K-star techniques in classifying data 

instances. From the results; NB produced 96.52%, FT-

tree(97.10%) and k-star gave 83.47% accuracy.  

3. MATERIALS AND METHODS 
In this research; we are considering the popularly known and 

widely accepted KNN and RF classifiers in diagnosing heart 

disease. How the KNN and RF can be trained to carryout 

cross-validation test to detect heart disease with the symptoms 

in predicting the target. The reason is that, KNN and RF 

training time complexity are very fast and makes no 

assumptions about training dataset as very crucial in non-

linear data cases with better accuracy rate. RF is the highest in 

metrics of accuracy among other classification techniques and 

can systematically balance datasets when a class occurs more 

frequent than other classes in the data. 

3.1 Disease dataset 
The disease dataset was obtained from Kaggle online website 

containing heart disease which can also be caused by EMF 

radiations or emissions. The disease dataset was divided into 

(70% or 212) training and (30% or 91) validation set to form a 

total of 303 items as show in table I.  

Table 1: Heart disease dataset(Source: Kaggle online 

site) 

index age sex cp --- ca thal target 

1 63 1 3 --- 0 1 1 

2 37 1 2 --- 0 2 0 

3 41 0 1 --- 0 2 0 

4 56 1 1 --- 0 2 1 

3 41 0 1 --- 0 2 0 

--- --- --- --- --- --- --- --- 

298 57 0 0 --- 0 3 0 

299 45 1 3 --- 0 3 0 

300 68 1 0 --- 2 3 0 

301 57 1 0 --- 1 3 0 

302 57 0 1 --- 1 2 0 

 

3.2 Preprocessing 
The splitting of dataset was done using train_test_split in 

Python with testing size = 0.3, random states= 0 and shuffle 

set to False. We employed the standard scaler in the 

preprocessing stage because; some features have a lot of 

variations in scale. The standard scaling is used to rescale 
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down values within the distribution because of the variation. 

3.3 Data exploration 
There is need to convert some categorical variables into 

dummy variables and transformed before training the learning 

models. The get_dummies method is used to create dummy 

columns for the categorical variables. 

3.4 Random forest classifier 
The RF works with an assembly of DT's in the forest 

space[39]. The gini index term was required to determine the 

branching for each DT nodes with class probabilities in RF 

classification problem given as: 

Gini=1-  𝑃𝑖 
2𝐶

𝑖=1                    (1) 

Where pi is the relative frequency class under observation 

within the dataset while C = the number of classes. The RF 

classifier is employed to create objects for range of 

parameters such as estimators, paramter_name, cross 

validation, scoring and n_jobs. The estimator is used to pass 

the model or metrics in optimizing the hyper-parameter 

values. An integer value of 12 was passed to the cross 

validation(cv) in signifying the number of splits required. The 

n_jobs specifying the number of jobs to run in parallel and -1 

is assigned to n_jobs to use all processor. 

3.5 K-nearest neighbor 
The KNN is a non-parametric and supervised technique used 

by professionals to solve classification and regression 

problem[39],[40]. When tested with new born(unseen) data 

after training to find k-training samples that are closest to the 

new born data samples. The model takes and assigns the most 

common class label among those k-training samples to the 

testing samples. The K-nearest neighbor was assigned a small 

value to avoid large variations in KNN predictions and model 

biasness. A dummy variable was created from the original 

categorical variable with unique class features. A cross 

validation test was carried out in finding the optimal k values 

within the parameter range(1 to 10). A subset of the training 

dataset was used to validation the training error in the process 

of building the model. A cross-validation test of 5-folds was 

adopted to randomly divide the training dataset into 

approximately 5 equal groups(sizes), parameter name as 

n_neighbors, and scoring set to be accuracy   

The Euclidean distance(ED) was computed by measuring the 

k-nearest neighbor points between new born data and training 

data points given as: 

d(x,y)=   𝑥𝑖 − 𝑦𝑖 
2𝑚

𝑖=1                (2) 

Algorithm 1: Random forest(RF) 

Step Processes involved 

1 Start 

2 Select samples randomly from dataset 

3 Build, train and obtain result from each DT predictions  

4     Carryout voting for each predicted result 

5 Output predicted predictions with the highest votes 

6 Stop 

Algorithm 2: K-nearest Neighbor(KNN)  

Step Processes involved 

1 Start 

2 Classify training set and target labels with sample data 

3 For j=1 in range(K):   # loop through all votes of kNN 

4       Calculate Euclidean distance d(train and x_samples) 

5 Mark the end of For...loop  

6 Compute set of indices for the K smallest distance  

7 Return majority for Y_training set  

8 Stop 

 

3.6 Performance evaluation  
This is the last and final step involved in measuring the 

success metrics of both models. We proposed the use of the 

following diagnostic metric, namely: accuracy, training score 

and cross-validation score as tools employed to measure the 

performance of KNN and RF classifiers. 

4. RESULTS AND DISCUSSION 
The RF and KNN classifiers are discussed powered by ICT 

innovations in detecting heart disease. The implementation 

was done with some fine-tuned hyper-parameter values for 

better performance using the training and validation accuracy 

scores. 

 
Figure 2: Train and test data split 

Figure 2 is shows the total number of training and testing 

dataset. The total dataset was divide into 70%(212) training 

and 30%(91) testing set. The model was trained with training 

dataset and the performance was measured with the testing 

dataset. 

 
Figure 3: Effect of radio frequency radiation on human 

health  
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Figure 3 shows the negative impact of non-thermal radio 

frequency radiation on human health from Wifi and cellular 

networks of IOTs. About 14.85% of the total set under study 

was detected to have EMFR health problem while 85.15% are 

free after training with the testing dataset. The total numbers 

of infected persons are 90 and not infected 212 to form a total 

of 303 items.  

 

Figure 4: Distribution of people affected by the radiation 

from ICT devices 

Figure 4 is the distribution of patients detected to be fine 

represented as yellow and those having the diseases with blue 

colored points. In the target attribute; label "0" is used to 

denote patients that are free from heart disease and label "1" 

for those having the disease. The affected number of patients 

fails within the age range of 40 and above, while from 40 

below was not affected. 

 

Figure 5: The detected percentage of heart disease 

Figure 5 shows the percentage of patients that are fine and 

those having human heart disease obtained from the training 

and testing stages. Also from the results; 8.91% was detected 

to have heart disease and 61.06% are fine/free in the training 

dataset while 5.94% have heart disease and 24.09% are fine as 

recorded in the testing dataset.  

 

Figure 6: Graph of KNN classifier for different k values 

Figure 6 depicts the performance of KNN classifier for 

different k-values ranging from 0 to 30. When k-neighbor(k) 

is set to 1 produced 74% validation score, k=2 gave 75%, k=3 

produced 81% and k=4 with 80%, k=5 with 83% and so on 

with cross validation score for 30 iterations. The python script 

given bellow was used in computing the scores of the Knn 

classifier for different k values. 

 

 

Figure 7: The validation curve graph of RF  

Figure 7 is the validation curve graph showing the literal 

behavour over range of values for some hyper-parameter 

values. The validation accuracy score(VSA) of the RF model 

is measured to be higher and far above the training accuracy 

score(TAS) with the addition of more trees. The VSA falls 

with 100% to 90% while TAS recorded within 73% to 84% 

inclusively. The code snippet was used to validate the random 

forest model. 
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Figure 8: The validation graph of KNN classifier 

The training accuracy of KNN is shown to be very high at 

the beginning and decreases as we increases the number of 

k-nearest neighbor values. The KNN cross_validation score 

was measured to be lower at the beginning and increases 

along with the increasing number of k-neighbor values as 

shown in figure 8. We can state from the graph that k = 2 is 

the ideal value of kNN value. As the number of neighbors(k) 

increases, the accuracy of Training score decreases and the 

cross-validation accuracy scores increases.  

 

Figure 9: The RF generated from the proposed system 

dataset 

Figure 9 depicts the RF that combined different voting DT's 

grown to form a forest tree of height 10 with high metrics of 

accuracy. This was done by choosing samples randomly from 

the original set with replacement in growing trees with 

random subset at each step. The random forest is constructed 

with the python script given bellow: 

 

Table 2: Training and validation test accuracy 

Model Training score  Validation score 

RF 81.81% 85.71% 

KNN 84.48% 90.00% 

 

Table I shows the recorded training and validation accuracy 

score of RF and KNN classifiers measured in percentage after 

training. The KNN classifier produced 84.48% training and 

90.00% validation accuracy compared to the RF(81.81%) 

training and validation(85.71%) accuracy in detection. The 

KNN performed better than the RF classifier in terms of 

accuracy. 

5. CONCLUSION 
The developed model can help doctors diagnose heart related 

disease caused my EMF emissions with the idea of machine 

learning driven by ICT innovation to improve decision 

making. The experimental results of both model proved to be 

highly accurate in prediction but the KNN is recommended to 

be more and highly efficient in terms of training and 

validation accuracy. We therefore; evidently conclude that the 

KNN performed better than the RF model in predicting the 

target. The general public should be enlightened about the 

dangers of user exposure to emissions caused by ICT devices.  

The proposed system is recommended and the wired methods 

of internet connections which would help reduce the rate of 

exposure to EMF's. The general public should take note of the 

guidelines stipulated by the world health organization(WHO) 

for limiting users to the exposure of EMF, optical radiations, 

ultrasounds and infrasound's. 
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