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ABSTRACT 
The study pre-processed e-mail data, formulated and validated a 

Particle Swarm Optimization (PSO)-based Back Propagation 

model for email fraud detection. This was done by the 

hybridization of two algorithms namely; Nature Inspired 

Algorithm and Artificial Neural Network. The dataset collected 

for the purpose of developing the model contained fraudulent 

mails (46.3%), Spam (32.6%) and Ham (21.1%) e-mails. 

12,831 features were extracted after data preparation and 

cleaning, in which only 6,382 (49.7%) relevant features were 

selected using PSO. The model was simulated using 70% and 

80% for training while 30% and 20% of datasets were used for 

testing respectively. The results of using the 30% and 20% 

testing dataset for the gradient-based BP algorithm showed that 

using the relevant features selected by PSO improved the 

accuracy by a value of 0.27% and 0.35% respectively while for 

the PSO-based BP algorithm, using the relevant features 

selected by PSO improved the accuracy by a value of 1.51% 

and 1.46% respectively. The results showed that using PSO-

based BP had a better performance than gradient-based BP by a 

value of 1.48% and 2.72% for 30% training dataset and a value 

of 1.46% and 2.57% using the original features and the features 

selected using PSO respectively.  The study concluded that the 

PSO-based BP algorithm was able to improve the performance 

of the Multi-Layer Perceptron compared to the Gradient-Based 

Back Propagation algorithm which has implications on 

improving advance fee fraud detection. 
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1. INTRODUCTION 
Today, criminals have sought the use of computing devices in 

perpetuating fraudulent activities which has turned out very 

lucrative for them. The increasing rate of adoption of these 

devices is much higher than the rate of development of 

innovative strategies for providing defense mechanisms by 

cyber forensic analysts and researchers. Fraudulent activities 

have led to large financial losses incurred by companies and 

individuals (the victims) has motivated various research 

towards the development of various defense mechanisms 

required for tackling fraud thus preventing and detecting the 

onset of fraudulent activities. The rapid growth of the Internet 

which has led to a significant increase in the number of email 

users at the same time has also led to an increase in spam emails 

rate and in general, electronic frauds by fraudsters [1]. [2] 

indicated in 2009 that e-mail spam had increased by 30% over 

2007 amounting to loses of $130 billion worldwide. Additional 

problems caused by spam mails include waste of network traffic 

and storage space alongside the computational process 

involving the spam receivers which is however very irritative 

and a violation of human rights according to many victims [3]. 

Electronic fraud is any type of activity which is conducted 

using computing devices such as e-mails, websites, instant 

messaging or social networks with the purpose of luring 

unsuspecting victims into financial loss [4]. Fraud detection 

uses background server-based processes that examine users’ 

and other defined entities’ access and behavior patterns, and 

typically compares this information to a profile of what is 

expected. The failure is as a result of the inability to deal with 

some unique various challenging properties of fraudulent 

activities which include: experience imbalance, online learning, 

adaptive adversaries, concept drift, noise, unequal 

misclassification costs and fast processing and large volume of 

data [5]. Various researches have adopted artificial intelligence 

and statistics to the development of fraud detection however 

many of which have a centralized control leading to difficulty 

in understanding the changing dynamics of fraudulent 

environments [6]. Fraud detection is not intrusive to a user 

unless the user’s activity is suspected, however it tries to detect 

and recognize fraudulent activities entering the systems in order 

to report them to the system manager [7]. According to [8], the 

popularity of statistical methods in fraud detection was 

provided in a comprehensive survey of statistical approaches 

for fraud detection which described the tools available for 

statistical fraud detection. Among the mentioned techniques, 

most of them fail to deal with changing environments [9]. On 

the other hand, there are also other artificial intelligence 

algorithms called nature inspired techniques which were 

inspired by the way natural systems work in order to solve 

complex problems and are part of the class of computational 

intelligence algorithms [10, 11]. This is because natural 

systems, such as an animal’s organ or groups of animals which 

seem to behave randomly and imprecise, are usually most times 

robust and are resilient enough to deal with redundancy and 

incomplete information, for instance, the flocking movements 

of birds in search for food motivated the development of 

Particle Swarm Optimization (PSO) algorithms [12] or the 

adoption of evolutionary algorithms which were motivated by 

the Darwinian Law of Natural Evolution [13]. The versatility of 

nature-inspired algorithms makes them effective at solving 

challenging classification and optimization problems [14]. 

Nature-inspired algorithms require no assumptions about the 

problem area with a capacity to provide a wider search space of 

feasible solutions which is another important reason for 

adoption in solving complex problem thus enabling them to be 

able to solve problems without knowledge of the problem 

domain or underlying factors [15]. These algorithms can also 

handle optimizations problems effectively in the presence of 

noise and other uncertainties thus making them adaptive unlike 

many artificial intelligence methods which have difficulty in 

dealing with changing and dynamic environments using the 

population of diverse individuals [15,16]. 

The existence of loose and flexible connections which exist 

between parts made system dynamism possible thereby leading 

to multiple response in the presence of diverse tasks [10]. This 

adaptability which is possessed by natural systems has lured 

scientist to develop computational methods motivated by nature 
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and natural systems. Also, the advantage of nature inspired 

algorithms over other artificial intelligence methods resides in 

their ability to adopt the use of diverse populations with specific 

specialized tasks with the purpose of handling changes within 

their environment. These algorithms require no assumptions 

about the problem area with a capacity to provide a wider 

search space of feasible solutions which is another important 

reason for adoption in solving complex problem thus enabling 

them to be able to solve problems without knowledge of the 

problem domain or underlying factors [14]. Each individual on 

the other hand is good at something, flexible and capable of 

responding to changes in environment. The application of 

nature-inspired algorithms to the detection of fraudulent e-mails 

can assist in the identification of the most relevant e-mail 

features which can maximize the detection of fraudulent mails 

from illegitimate (or spam) mails thereby influencing real-time 

fraud incident reporting to possible victims of electronic fraud. 

A number of related works which have applied the Artificial 

Neural Network (ANN) using the gradient-based Back 

Propagation (BP) algorithm to perform the training task 

required for the development of fraud detection models have 

been identified to show a number of drawbacks. Some of these 

drawbacks include slow training convergence speed and the 

likelihood of the solution getting stuck in a local minimum 

easily instead of searching for global solutions [11]. The use of 

meta-heuristic algorithms such as nature-inspired algorithms 

has been identified in recent research to overcome a number of 

these drawbacks, some of which include inability to adapt to 

changing features in e-mail writing styles, limited number of 

identified e-mail features, incapacity to respond to false alarms, 

no feedback mechanisms in place, high fraud misclassification 

rates. 

The detection of fraudulent e-mails provides a means of 

safeguarding the interests of unsuspecting online users by 

providing a real-time and early detection of fraudulent e-mails 

on arrival. The availability of meta-heuristic algorithms such as 

nature-inspired algorithms have provided a means by which 

optimization techniques can be used to identify the best solution 

of the identified problem also called global solutions. The 

identification of global solution in turn provide a means of 

identifying the variables (or e-mails features) that fall under 

such solution space and also required by the model for 

providing the best solution in the presence of a candidate set of 

many local solutions. 

This study is motivated by the use of two theories, namely: the 

theory of Group Dynamics by Max Wertheimer and the 

Dempster-Shafer Theory of evidence by Arthur Dempster and 

Glenn Shafer. The theory of group dynamics states that there 

are entities where the behaviour of the whole cannot be derived 

from its individual elements nor from the way these elements fit 

together; rather the opposite is true: the properties of any of the 

parts are determined by the intrinsic structural laws of the 

whole [17,18]. The theory of group dynamics enforces that, 

information about the whole group is sufficient to describe the 

members of the group rather than concluding the whole from 

the collective individual qualities of its members.  

Group theory relates to this study by considering the problem of 

fraud detection as composing of three groups: fraudulent and 

non-fraudulent e-mails which are either spam or ham mails.  

According to this theory, each swarm of birds can be likened to 

the different classes of e-mails namely: Fraudulent, Spam and 

Ham mails. The birds that find themselves within each swarm 

are members of that group and thus can be likened to the 

features that are found in each classes of e-mails identified. 

However, the characteristics of the swarm to which a bird 

belongs cannot be deduced from the collective characteristics of 

the birds that belong to the swarm. Hence, the ability to classify 

an e-mail to a class of either Spam, Ham or Fraudulent mail is a 

function of the understanding of the characteristics of the 

features extracted from a group of e-mail classified as either 

Spam, Ham or Fraudulent. Therefore, the identification of 

characteristics of these features can be used to determine to 

which a class an e-mail belongs to by assessing the presence 

and (or absence) of these features. 

The theory of Evidence was postulated by Arthur P. Dempster 

in the context of statistical inference which was extended by 

Glenn Shafer for modeling evidence [19,20]. The theory allows 

one to combine evidence from different sources and arrive at a 

degree that takes into account all the available evidence thus 

avoiding conflicts. Based on the theory of Evidence, suffice it 

to say that evidence of the occurrence of a fraudulent activity 

cannot be derived by inferring facts from a single fraudulent e-

mail but from the identification of fraudulent and non-

fraudulent features found in as many related e-mails (evidence) 

as possible. Therefore, each e-mail type identified as either 

fraudulent, spam or ham serves as the source of evidence while 

the features that are common to the different types of identified 

e-mails are believed to be the evidence required for the 

identification of fraudulent e-mails. 

The identification of the most relevant features within e-mails 

also has implication in reducing the computational space and 

computational complexity of fraud detection systems which in 

turn reduces the processing time of such systems. 

2. METHODOLOGY 
This section presents the materials and methods that were 

deployed for the development of the classification model 

required for the detection of fraudulent e-mails. The materials 

and methods used for data identification and collection, model 

formulation and simulation alongside performance evaluation 

were also presented. 

2.1 Method of Data Identification and 

Collection 
Data containing fraudulent and non-fraudulent e-mails  were 

extracted from the CLAIR collection of fraudulent e-mails 

(unstructured data) located at 

https://www.kaggle.com/rtatman/fraudulent-e-mail-corpus and 

UCI Spambase structured repository which is a collection of 

spam and ham e-mails, located at 

https://archive.ics.uci.edu/ml/datasets/spambase. This study 

adopted the Spambase datasets and the CLAIR dataset which 

consists of e-mails that have been already classified according 

to their respective classes. The Spambase dataset contained 

4601 pre-processed datasets consisting of 1813 spam mails 

(39.4%) and 2788 ham mails (60.0%).  Each dataset record is 

composed of 57 continuous features and a target class named 1 

for spam and 0 for ham. Therefore, there were three (3) classes 

for identifying the e-mails collected from the two (2) data 

sources, namely: spam mail (suspicious but not necessarily 

fraudulent e-mails), ham mails (non-fraudulent e-mails) and 

fraudulent e-mails.  The dataset that was used for this study 

eventually consisted of a total of 8575 e-mail samples such that: 

46.3% consists of fraudulent e-mails, 21.1% consists of ham e-

mails while the remaining 32.6% consists of spam e-mails as 

shown in Table 1. 

 

https://archive.ics.uci.edu/ml/datasets/spambase
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Table 1: Dataset Source and Size 

S/N Data 

Source 

E-mail Type Frequency Percentage (%) 

1. 

 

 

2. 

Spambase 

 

 

CLAIR 

 

Total 

Ham mail 

Spam Mail 

 

Fraudulent mail 

2788 

1813 

 

3974 

 

8575 

32.6 

21.1 

 

46.3 

 

100.0 

 

2.2 Method of E-Mail Text Preprocessing 
For the purpose of the development of the fraud detection 

model for e-mails, there was the need of converting the 

unstructured contents within the CLAIR e-mails collected into a 

structured format similar to the Spambase features (but not 

necessarily the same features).  The features extracted are the 

words that were found within the body of the CLAIR e-mail 

contents. The text preprocessing of e-mails required the use of 

the Python® Natural Language Tool-Kit (NLTK) for the 

purpose of performing the different text preprocessing stages 

required for converting the unstructured data into a structured 

format.  

Using the Python® NLTK, the unstructured CLAIR e-mails 

was tokenized in order to convert every content of the e-mails 

into sets of words found within each e-mail which was followed 

by the removal of stop words from the extracted e-mail 

contents.  The stemming process was applied to the extracted 

contents in order to convert all words into their root word (for 

example, families, familiar becomes famili and so on). The 

Porter’s Algorithms was adopted for the purpose of performing 

the stemming of the words extracted from the e-mails. The 

application of the stemming algorithm reduced the feature space 

of the words in each document to their root words following 

which frequency of occurrence of the words found in each 

document is taken into account. 

2.3 Method of Text Classification 
In order to convert the preprocessed words in the e-mails into a 

structured form required for fraud detection, the words 

identified from both e-mail samples (CLAIR and Spambase) 

was used to form a term-document matrix, 𝒟𝑖𝑗  which represents 

the occurrence of each term 𝑤𝑖 .  within each document 𝑑𝑗 . In 

the term-document matrix 𝒟𝑖𝑗 the rows represent the occurrence 

(or absence) of a word 𝑤𝑖 in a document.  The value is 0 when 

the word does not occur in a document and the value if greater 

than 0 based on the technique of representation to be adopted. 

For this study, the Boolean model was adopted. Using the 

Boolean model, weight 𝑤𝑖𝑗 > 0 is assigned to each term 𝑤𝑖𝜖𝑑𝑗  

while for any term that does not appear in 𝑑𝑗 then,𝑤𝑖𝑗 = 0.     

Following the process of creating the term-document for all 

8575 e-mail samples collected, the class of each e-mail was 

used to map each row of the term-document matrix.  Therefore, 

the term-document matrix consisting of 8575 rows and n 

columns (features/words/terms from e-mails) was mapped to a 

fraudulent classification column vector consisting of 8575 

values of either Ham, Spam or Fraudulent by a function f. This 

relationship is presented by the function shown in equation 1. 

𝑓: 𝒟 
→ ℱ                                                                                         (1) 

Defined as: 𝑓 𝑤1, 𝑤2, ……… ,𝑤𝑛 =  
𝐻𝑎𝑚
𝑆𝑝𝑎𝑚

𝐹𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡

  

The final product of the process performed yielded the 

structured form of the dataset required for the development of 

the fraud detection model required for this study. The dataset 

was also subjected to feature selection in order to extract the 

most relevant features out of the final features in the vector 

space model developed for this study using the term-document 

matrix.  This process was expected to improve the classification 

performance of the fraud detection model by providing a 

classification model for fraud detection with a lower 

computational complexity, time complexity and model 

complexity. 

2.4 Method of Extraction of Relevant 

Features 
Particle Swarm Optimization (PSO) mimics the flocking 

behavior of birds (which represents the features extracted from 

the e-mails) whenever they are in search for food. The birds fly 

in a solution space and their flocking behavior determines the 

optimum solution (class of e-mail be it spam, ham or fraud) of 

the e-mails classification problem. Particles tend to move 

towards its local best position (solution) (pBest) found by them 

thus keeping track of the global best (gBest) solution, the best 

(shortest) path found at any instance. Birds communicate with 

each other to find the most optimum (best) path to reach its 

food sources. 

In the PSO algorithm, features extracted from the e-mails are 

the swarm particles. The Stopping criteria is the amount of 

information about a swarm (fraudulent e-mail or not) that is 

possessed by a particle. The fitness value of each particle is the 

heuristic merit (initial velocity) possessed by the features 

extracted from e-mail contents and is used to evaluate the best 

position (local solution) of the particle and that of the swarm 

(global solution). If stopping criteria is not met, then the amount 

of information missing in a feature (or particle) is determined 

by the amount of change in velocity needed to move a particle 
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from its best position to that of the swarm’s. 

Using the Particle Swarm Optimization (PSO) algorithm, an 

initial set of feature space containing a number of e-mail 

features was selected which formed the basis of the initial 

position of each particle 𝑥𝑖(𝑡)  in the swarm with an initial 

velocity, 𝑣𝑖(𝑡)  assigned to each particle. Each particle 

containing a set of features/attributes takes note of its best 

position 𝑃𝑖(𝑡)  and the global position 𝐺𝑖(𝑡)  of the swarm 

based on the best positions of other particles containing another 

set of attributes/features and uses them to determine the new 

position 𝑥𝑖(𝑡 + 1) and velocity 𝑣𝑖(𝑡 + 1)of the particle. 

𝑥𝑖 𝑡 + 1 
=  𝑥𝑖 𝑡 
+  𝑣𝑖 𝑡
+ 1                                                                                  (2) 

𝑣𝑖 𝑡 + 1 
=  𝑤 𝑣𝑖 𝑡 + 𝑐1(𝑃𝑖 𝑡 − 𝑥1 𝑡 )

+  𝑐2 𝐺𝑖 𝑡 

− 𝑥1 𝑡                                                                                (3) 

The expression for determining the new position from the initial 

position and final velocity is as shown in equation (2) while the 

expression for determining the new velocity from the particle’s 

initial position, its personal best position and the global solution 

of the swarm is presented in equation (3).  Using the 2 

equations for updating the position and velocity of particles, the 

PSO was used to identify the most relevant features among the 

initially identified features from the e-mails. 

3. 3. RESEARCH PROPOSITION AND 

FORMULATION 
LetE = {𝐸1,𝐸2,𝐸2……𝐸𝑖} be the set of E-mails gathered for 

fraud detection. Let Y=  𝐻𝑎𝑚, 𝑆𝑝𝑎𝑚, 𝐹𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡  represent 

the set of outcome for each e-mail collected. Let 𝐹𝑟𝑖  represent 

the set of features r extracted from e-mails i following 

tokenization. By applying PSO, the feature set of e-mail is 

reduced from r to m where m<r to 𝐹𝑚𝑖 as shown in equation (4). 

It is the attempt of this study to show that using PSO to update 

the weights of back-propagation algorithm, the performance 

will improve. 

𝑃𝑆𝑂 𝐸𝐹𝑟𝑖  = 𝐹𝑚𝑖  (4) 

Therefore, it is expected that the fraud detection model which is 

based on PSO-based BP algorithm 𝐵𝑃𝑃𝑆𝑂 𝐹𝑟𝑖  , using the 

features 𝐹𝑟𝑖extracted with PSO should perform better than the 

model 𝐵𝑃𝑃𝑆𝑂 𝐹𝑚𝑖  developed using the original features 𝐹𝑚𝑖 . 
This in turn is expected to perform better than using the fraud 

detection model based on the gradient-based BP algorithm 

𝐵𝑃 𝐹𝑟𝑖   using the features 𝐹𝑟𝑖extracted with PSO which should 

also perform better than the model 𝐵𝑃 𝐹𝑚𝑖  developed using the 

original features 𝐹𝑚𝑖  extracted from the e-mails according to 

equation 5. 

 𝐹𝑚𝑖  > 𝐵𝑃𝑃𝑆𝑂 𝐹𝑟𝑖 > 𝐵𝑃 𝐹𝑚𝑖  
> 𝐵𝑃 𝐹𝑟𝑖                                                                                (5) 

The procedure provided above was used for the development of 

the classification model development process as shown in 

figure 1. The PSO algorithm was used to extract relevant 

features after which the features identified were used as a basis 

of developing the classification model using the PSO-based BP 

algorithm.

 

Figure 1: Conceptual Diagram of the Model Development Process 

The performance of the fraud detection model developed using 

the PSO-based BP algorithm was compared with that of the 

gradient-based BP algorithm using the original features 

extracted from e-mails and relevant features selected by PSO in 

order to identify the most effective classification model for 

advance fee fraud detection. 

3.1 Identification of the Optimization 

Problem 

During the feature selection process of this study, the swarm 

intelligence algorithms selected for this study PSO handled the 

problem as an optimization problem with its own objective 

function and constraints.  The objective function of the study 

requires the selection of the optimal number of features 𝑥𝑟  from 

the initial identified number of features 𝑥𝑖  which were extracted 

from the collected e-mails and will maximize the classification 

accuracy of the fraud detection problem according to equation 

6. As a result of this, the irrelevant e-mail features are likely to 
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have the coefficient 𝛼𝑗  tending towards 0 while more relevant e-

mail features are likely to tend to 1. 

max
𝑥𝑟⊂𝑥𝑖

 𝑓  𝛼𝑗𝑥𝑗

𝑟

𝑗=1

    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 0 < 𝛼𝑗

< 1                                                                                    (6) 

𝛼𝑗 𝜖ℝ;  𝑥𝑗  𝑖𝑠 𝑡𝑕𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

However, during the back-propagation process, the swarm 

intelligence algorithms selected for this study using PSO 

handles the problem of selecting the optimal value of weights 

that were used by the back-propagation algorithm of the multi-

layer perceptron as an optimization problem with its objective 

function and constraints.  The objective function requires the 

selection of value for weights 𝑤𝑖𝑘  attaching an input i to a node 

k that minimizes the mean square error of the back-propagation 

algorithm according to equation 7. By comparing the models 

developed according to figure 1, then one can formulate the 

fraud detection model which can be used to classify e-mails as 

spam, ham or fraudulent according to equation 8. 

min
𝑤𝑟𝑠⊂𝑤𝑖𝑗

 𝑓    𝑤𝑖𝑘𝑂𝑘𝑗

𝑠

𝑖=1

𝑟

𝑘=1

 − 𝐴𝑖𝑗 

2

  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: − 1 < 𝑤𝑖𝑘

<  1                                                                                              (7) 

 𝑤𝑖𝑘  𝜖 ℝ 𝑠𝑢𝑐𝑕 𝑡𝑕𝑎𝑡 𝑘 𝜖  1, 𝑟  𝑎𝑛𝑑 𝑖 𝜖  1, 𝑠 ; 

  𝑂𝑘𝑙  𝑖𝑠 𝑠𝑒𝑡 𝑜𝑓 𝑛𝑜𝑑𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 

𝐵𝑃𝑆𝐼  𝑆𝐼 𝐸𝐹𝑟𝑖   =  
𝐻𝑎𝑚
𝑆𝑝𝑎𝑚

𝐹𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡

                                                                      (8) 

 

3.2 Formulation of PSO-based Fraud 

Detection Model 
The PSO based Back propagation (PSO-BP) algorithm requires 

the combination of the PSO algorithm with the back 

propagation algorithm of the neural network. The PSO has been 

identified as a global algorithm because of its strong ability to 

find global optimistic result. This PSO algorithm, however, has 

a disadvantage that the search around global optimum is very 

slow. The BP algorithm, on the contrary, has a strong ability to 

find local optimistic result, but its ability to find the global 

optimistic result is weak. By combining the PSO with the BP, a 

new algorithm referred to as SI–BP hybrid algorithm is 

formulated in this study.  

The fundamental idea for this hybrid algorithm is that at the 

beginning stage of searching for the optimum, the PSO was 

employed to accelerate the training speed. When the fitness 

function value has not changed for some generations, or value 

changed is smaller than a predefined number, the searching 

process is switched to gradient descending searching according 

to this heuristic knowledge. The PSO–BP algorithm’s searching 

process is also started from initializing a group of random 

features (or particles) which are updated until a new generation 

set of particles are generated, and then those new particles are 

used to search the global best position in the solution space.  

Finally, the PSO-BP algorithm was used to search around the 

global optimum. In this way, this hybrid algorithm may find an 

optimum solution more quickly. As stated before, the task at 

hand is an optimization problem which requires the need to 

identify the values of the weights that will minimize the 

squared-error in detecting fraudulent e-mails using the 

identified features 𝑋𝑖as defined in equation 9. In this equation, 

the values 𝑤𝑖𝑗  represent the set of weights connected to 

features, 𝑂𝑘𝑙  is the set of output values from each node and 𝐴𝑘𝑙  
is the actual value of the class to which an e-mail belongs to 

while 𝑋𝑖  is the set of features applied. This was done by 

limiting the constraint of the weights attached to the 

interval−1 < 𝑤𝑘𝑗 < 1. 

min
𝑤𝑟𝑠⊂𝑤𝑖𝑗

 𝑓 𝑋𝑖 

=    𝑤𝑘𝑙𝑂𝑘𝑙

𝑠

𝑙=1

𝑟

𝑘=1

− 𝐴𝑘𝑙  

2

                                                                                       (9) 

Therefore, the hybrid model which combines the PSO with the 

BP algorithm 𝑃𝑆𝑂 − 𝐵𝑃 𝑋𝑟 was required to collect the values 

of the r features identified by PSO to perform the following 

classification of e-mails as either spam, ham or fraudulent e-

mails as shown in equation 10 using a mapping function g(.). 

The function g(.) was used to map the values of the set of 

relevant features 𝑋𝑟  to the output interval {0, 1, 2} such that 0, 

1 and 2 corresponded to Ham, Spam and Fraudulent Mails 

respectively. 

 𝑃𝑆𝑂 − 𝐵𝑃 𝑋𝑟 = 𝑔 𝑋𝑟 

=   

𝐻𝑎𝑚 𝑀𝑎𝑖𝑙                       𝑖𝑓 𝑔 𝑋𝑟 = 0

𝑆𝑝𝑎𝑚 𝑀𝑎𝑖𝑙                     𝑖𝑓 𝑔 𝑋𝑟 = 1

𝐹𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡 𝑀𝑎𝑖𝑙          𝑖𝑓 𝑔 𝑋𝑟 = 2

                                                                                         (10) 

 

Figure 3.6 shows the flowchart of the hybrid back-propagation 

algorithm which requires the use of the PSO algorithm for the 

purpose of training the back-propagation algorithm required by 

the artificial neural network to update the weights attached to its 
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node during model training. The hybrid algorithm requires that 

the weight are initialized to a random value within the interval 

of [-1 1] following which the feed-forward algorithm was used 

to propagate the sum of product of the weights attached to its 

respective inputs (or hidden layer output) attached to their 

successive nodes to which sigmoid functions was used as the 

activation function.   

The simulation of the back-propagation algorithm involved the 

use of the Google drive for the movement of e-mail data in and 

out of the process and the TensorFlow back-end for modeling, 2 

multi-layer perceptron models with 2 layers were constructed. 

The perceptron models generated were modeled using input 

neurons equal to the number of attributes n in the dataset used 

(either 12831 or 6382 input neurons). The input neurons (i1 to 

iN) were attached to the first layer using n weights attached to 

each neuron present, in all there were 20 neurons (r1 to r20) in 

the first layer of the network as shown in Figure 3.7.  

Therefore, 20 sets of n weights were attached to n inputs to the 

neurons in the first layer of the multi-layer perceptron network. 

The second hidden layer had 10 neurons (s1 to s10) to which 

were attached 10 sets of 20 weights coming from the output of 

the first hidden layer. Finally, the output of the second hidden 

layer were attached to three output layer (o1 to o3) namely: 

Fraud, Ham and Spam. The outputs produced by each neuron in 

the hidden layer and outer later were created using activation 

functions, namely: the rectifier linear unit (ReLU) and the 

Softmax function also called the normalized exponential 

function. The values provided at the output nodes were used to 

determine the error in prediction which is required by the back 

propagation for weight update. 

The mean square error of the prediction made in comparison to 

the actual values recorded in the validation dataset was used to 

adjust the values of the weights based on the results of the 

Particle Swarm Optimization (PSO) algorithm. The weights 

attached to the nodes from the output layer through the hidden 

layers to the input layers were adjusted following which another 

iteration is performed in order to perform further adjustments to 

the model.  This process continued until there was no more 

error detected between the predicted and actual values of the 

validation dataset such that there was no need to adjust the 

weights.  The final model developed following this procedure 

was then validated in order to determine the performance of the 

fraud detection model needed for the development of the fraud 

detection and incident reporting system. 

3.3 System Development Tools 
In order to develop the fraud detection and incident reporting 

system, the choice of the programming language was the 

Python programming language. This is because the python 

program supports the analysis of unstructured text by making 

use of the python natural language toolkit library available from 

Python. It also supports the collection, pre-processing and the 

analysis of unstructured text with the use of supported libraries 

such as the Python Natural Language Toolkit (NLTK) library. 

The dataset containing the e-mails that were required to be 

processed were imported to a bag of words and parsed to the 

Python NLTK following which the process of tokenization 

which was required for extracting all the words within the body 

of the e-mail. All words were extracted following which the 

process of stop word removal was done in order to remove the 

most frequently occurring words in English sentences such as 

pronouns, articles and prepositions to mention a few. The 

process of stop word removal was necessary so as to facilitate 

the thorough reduction of the vector space of the feature set 

which were constructed. The process of stemming was 

performed using the Porter’s stemming algorithm, the process 

involved the reduction of related words to their base forms and 

was done with the aim of further reducing the feature space of 

the dataset. The set of words that remained in the bag of words 

were the basis of generating the final feature set which was used 

in converting all unstructured e-mails into a term-frequency 

matrix which contained the words along the column with their 

respective binary value provided. The term-frequency matrix 

was generated by parsing all the words in the bag through each 

e-mail following which a value of 1 was entered if the word 

was present otherwise a value of 0 was provided. This process 

was repeated for all e-mails following which a dataset 

containing the extracted words as the feature set while each row 

represented the presence (or absence) of each word in each e-

mail. This dataset was used as the basis of the development of 

the fraud detection model using the PSO-based BP algorithm. 

The process of model development was done using the Python 

Machine Library via which the PySwarms library was used to 

implement the Particle Swarm Optimization (PSO) algorithm 

that was used to extract the most relevant features from the 

initially identified features in the dataset. The features extracted 

by PSO were used to generate another dataset which contained 

e-mail records which had binary values for the extracted 

features excluding the columns of non-relevant features. 

Following the process of the feature selection of relevant 

features using the PSO algorithm, the PSO-based back 

propagation algorithm was implemented using the Python ML 

library by hybridizing the neural network with the PSO 

algorithm as presented in this study.   

The dataset containing the initially identified features and that 

containing the finally extracted features were used to build the 

fraud detection model using the gradient-based and PSO-based 

BP algorithm. The simulation process provided four (4) fraud 

detection models which were compared based on a number of 

performance evaluation metrics following which the most 

effective fraud detection algorithm was selected. The most 

effective model that was identified was integrated into the 

implementation of the fraud detection and incident reporting 

system using the Python programming language. 

4. RESULTS AND DISCUSSION 
The section presents the results of the particle swarm algorithm 

(PSO) algorithm that was used to identify the most relevant 

features alongside the features that were extracted. It also 

presents the results of the hybrid back-propagation algorithm 

which uses the PSO algorithm to optimize the selection of 

optimal weights using the back-propagation algorithm. 

4.1 Results of the Extraction of Relevant 

Features using PSO Algorithm 
Using the PySwarms.py library, the Particle Swarm 

Optimization (PSO) algorithm that was used for the selection of 

the relevant features from the initially identified features was 

performed. The simulation required for the process was 

performed by applying the PSO algorithm to the selection of 

features and testing the effectiveness of the features using 

logistic regression. The set of attributes with the lowest error 

rate for the logistic regression plot was selected as the optimal 

feature set. The PSO algorithm was simulated using 30 particles 

with a dimension equal to the attributes extracted from the e-

mail records (=12831) which was used to define the shape of 

the dataset. 

Using the PySwarms.py library to run the PSO algorithm for 



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  
Foundation of Computer Science FCS, New York, USA 
Volume 12– No. 39, April 2022 – www.ijais.org 

 

19 

feature selection, a total of 6382 features were selected from the 

initially extracted 12831 features. Using the 6382 features 

reduced the dimensionality of the data by about 50% thus 

offering possibilities for improved performance in terms of 

reduced error rates and reduced space-time complexities. 

Following the selection of relevant features using the PSO 

algorithm on the original dataset, the results of the simulation 

and the validation of the hybrid Particle Swarm Optimization-

Back Propagation (PSO-BP) algorithm using the e-mail dataset 

was presented. 

4.2 Results of the Formulation and 

Simulation of the Hybrid PSO-BP 

Algorithm 
The results of the process of model formulation and simulation 

for fraud detection involved the use of the dataset containing 

the originally extracted 12831 features and that containing the 

6382 features selected by PSO according to the conceptual 

framework presented in the previous chapter. As a result of this, 

a multi-layer perceptron network which depended only the 

back-propagation algorithm and gradient descent was 

developed using the 2 dataset followed by the development of 

the hybrid PSO-BP algorithm. The four (4) models developed 

were then compared based on the values of the performance 

evaluation metrics estimated from their respective confusion 

matrix. The experiment was performed by using the dataset in 

such a manner that the dataset was split into training/testing 

dataset proportion of (70/30) % and (80/20) % such that there 

were 6002/2573 and 6860/1715 for training and testing 

respectively. Table 2 shows the distribution of the target class 

labels among the datasets used for the simulation process within 

the testing dataset used in this study. 

 
Table 2: Distribution of Target Class labels among Testing Dataset 

Dataset                30% Testing Data                       20% Testing 

Data 

 Frequenc

y 

Percentage 

(%) 

Frequen

cy 

Percentag

e (%) 

Spam 

Mail 

Ham Mail 

Fraud 

Mail 

Total 

837 

544 

1192 

2573 

32.53 

21.14 

46.33 

100.00 

557 

363 

795 

1715 

32.49 

21.17 

46.36 

100.00 

 
The results of the correct and incorrect classifications made by 

the model which were projected into the confusion matrix were 

later used to estimate the performance of the model developed 

in order to select the most accurate model for fraud detection. 

The results of the error rate for the training and testing datasets 

presented in Figure 2 shows the behaviour of the model using 

the training and testing dataset for model validation for model 

performance evaluation. 

 

 
Figure 2: Graphical Plot of Training and Testing Errors using PSO based Back Propagation at 7 epochs 

The plot showed that the model attained lower error rate within the training dataset compared to that of the testing dataset due 
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to the fact that the training dataset was adopted for model 

development. Since the dataset collected had been split into 2 

sets of training/testing dataset 70/30 and 80/20, both datasets 

were adopted for the simulation and validation of the fraud 

detection algorithm for this study. In the dataset consisting of 

30% testing dataset, there was 837 Spam (32.3% of Spam), 544 

ham (21.14% of Ham) and 1192 Fraud (46.33%) e-mails which 

totals to 2573 (30% of datasets) while in the dataset containing 

the 20% testing dataset there were 557 Spam (32.49%), 363 

Ham (21.17%) and 795 Fraud (46.36%) e-mail datasets.  

These datasets were used for the simulation and validation of 

the model using original and relevant features on the gradient-

based and PSO-based BP algorithms. The results of the 

simulation and validation of the gradients-based PSO model 

using the 30% and 20% testing dataset are presented based on 

the use of its original features and using the relevant features 

selected by the PSO algorithm. The results of the use of the 

20% testing dataset was presented followed by that of the 30% 

testing dataset. 

4.3 Results of the Simulation of the PSO-

based BP Algorithm 
By using the 30% of the dataset containing the originally 

extracted features from e-mails to build the PSO-based BP 

algorithm the following were observed: out of the actual 837 

spam mails, 781 were correctly classified while 56 were 

incorrectly classified as ham mails; out of the actual 544 Ham 

mails, 474 were correctly classified while 70 was incorrectly 

classified as Spam mails; while out of the actual 1192 Fraud e-

mail, 1190 were correctly classified while 2 were incorrectly 

classified as Spam mail. In total there were 2445 correct 

classification out of 2575 owing for an accuracy of 95.03% as 

shown in the confusion matrix in Figure 3 (a).  

By using the 30% of the dataset containing the features selected 

using PSO from the initially extracted features from the e-mails 

to build the PSO-based BP algorithm the following were 

observed: out of the actual 837 spam mails, 792 were correctly 

classified while 45 were incorrectly classified as ham mails 

respectively; out of the actual 544 Ham mails, 501 were 

correctly classified while 43 were incorrectly classified as 

Spam; while out of the actual 1192 Fraud e-mail, 1191 were 

correctly classified while 1 was incorrectly classified as Spam. 

In total there were 2414 correct classification out of 2575 owing 

for an accuracy of 96.54% as shown in the confusion matrix in 

Figure 3 (b). 

 

(a)     (b) 

Figure 3: Results of Simulation and Validation of 30% Testing Dataset using PSO based BP  Algorithm 

By using the 20% of the dataset containing the originally extracted features from e-mails to build the PSO-based 

BP algorithm the following were observed: out of the actual 

557 spam mails, 517 were correctly classified while 40 were 

incorrectly classified as ham mails respectively; out of the 

actual 363 Ham mails, 313 were correctly classified while 50 

was incorrectly classified as Spam e-mails; while out of the 

actual 795 Fraud e-mail, 789 were correctly classified while 6 

were incorrectly classified as Spam e-mail. In total there were 

1619 correct classification out of 1715 owing for an accuracy of 

94.40% as shown in the confusion matrix in Figure 4 (a). 

By using the 20% of the dataset containing the features selected 

from the initially features extracted from the e-mails to build 

the PSO-based BP algorithm the following were observed: out 

of the actual 557 spam mails, 518 were correctly classified 

while 39 were incorrectly classified as ham mails respectively; 

out of the actual 363 Ham mails, 335 were correctly classified 

while 28 was incorrectly classified as Spam e-mails; while out 

of the actual 795 Fraud e-mail, 791 were correctly classified 

while 3 and 1 were incorrectly classified as Spam and ham mail 

respectively. In total there were 1644 correct classification out 

of 1715 owing for an accuracy of 95.96% as shown in the 

confusion matrix in Figure 4 (b). 
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(a)     (b) 

Figure 4: Results of Simulation and Validation of 20% Testing Dataset using PSO Based BP Algorithm 

4.4 Discussion of the Results of Model 

Simulation and Validation 
Following the process of the development of the hybrid model 

for the classification of fraudulent e-mails, the results of the 

process of simulation and validation have been presented. The 

results of using the 30% testing dataset for the gradient-based 

BP algorithm showed that using the relevant features selected 

by PSO improved the accuracy of the gradient-based BP by a 

value of 0.27%. Also the results of using the 20% testing 

dataset for the gradient-based BP algorithm showed that using 

the relevant features selected by PSO improved the accuracy of 

the gradient-based BP by a value of 0.35%.  

The results of using the 30% testing dataset for the PSO-based 

BP algorithm showed that using the relevant features selected 

by PSO improved the accuracy of the PSO-based BP by a value 

of 1.51%. The results of using the 20% testing dataset for the 

PSO-based BP algorithm showed that using the relevant 

features selected by PSO improved the accuracy of the PSO-

based BP by a value of 1.46%. The results also showed that 

using the PSO-based BP improved the performance of the BP 

compared to gradient-based BP based on the 30% testing 

dataset by a value of 1.48% and 2.72% using the original 

features and the features selected using PSO respectively. Also, 

using the PSO-based BP improved the performance of the BP 

compared to gradient-based BP based on the 20% testing 

dataset by a value of 1.46% and 2.57% respectively using the 

original features and the features selected using PSO as shown 

in Figure 5. Overall, the results of the formulation of the 

gradient-based BP algorithm showed that the best performance 

was achieved when using the 30% dataset for testing based on 

features that were selected by PSO from the initially extracted 

features from the e-mails. 

 

Figure 5: Results of the Accuracy of the simulated Models 

Table 3 shows a summary of the results of the evaluation of the 

performance of each model validated in this study. The results 

showed that the values of the TP rate, FP rate and the Precision 

of the models that were developed in this study was 

proportional to the performance of the variation of the BP 

algorithms developed in this study. The results clearly showed 

the model with the best performance had the highest value for 

the TP rate, accuracy and precision but lower values for the FP 

rate.  The BP algorithm with the best performance overall was 

the gradient-based BP algorithm that was formulated using the 

features that were selected using the PSO algorithm from the 

initial features extracted from the fraudulent e-mails using 30% 

testing dataset. 

Table 3: Summary of Result of Model Simulation 
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Training 

Data 

Attribute 

Set 

BP 

Algorithm 
Correct 

Accuracy 

(%) 

TP rate FP rate Precision 

Spam Ham Fraud Spam Ham Fraud Spam Ham Fraud 

70% 

Training 

Data 

Original 

Gradient-

based  
2407 93.55 0.914 

0.83

3 
0.997 0.052 0.04 0.001 0.894 0.86 0.999 

PSO-

based  
2445 95.03 0.933 

0.87

1 
0.998 0.041 0.03 0 0.916 0.894 1 

PSO 

selected 

Gradient-

based  
2414 93.82 0.898 

0.86

6 
0.999 0.043 0.04 0 0.91 0.847 1 

PSO-

based  
2484 96.54 0.946 

0.92

1 
0.999 0.025 0.02 0 0.947 0.918 1 

80% 

Training 

Data 

Original 

Gradient-

based  
1594 92.94 0.912 

0.81

3 
0.995 0.06 0.04 0.001 0.88 0.853 0.999 

PSO-

based  
1619 94.4 0.928 

0.86

2 
0.992 0.048 0.03 0 0.902 0.887 1 

PSO 

selected 

Gradient-

based  
1600 93.29 0.898 

0.84

8 
0.996 0.049 0.04 0 0.898 0.842 1 

PSO-

based  
1644 95.86 0.93 

0.92

3 
0.995 0.027 0.03 0 0.944 0.893 1 

The results showed that using the gradient-based BP algorithm classifier that adopted the relevant attributes extracted by PSO showed 

a better performance compared to that developed using the original attributes selected from the e-mail dataset. This can be seen in 

figure 6.  

 

Figure 6: Results of the TP rate, FP rate and Precision for 30% testing data 

Also, the PSO-based BP algorithm classifier adopted using the 

attributes selected by the PSO algorithm outperformed the 

classifier formulated using the original extracted attributes. 

However, on a general note, the overall best performance was 

achieved using the PSO-based BP classifier which adopted the 

relevant attributes extracted from the e-mails using PSO 

basedon the 20% testing dataset. This is as shown in Figure 7. 

0 0.2 0.4 0.6 0.8 1 1.2

Spam

Ham

Fraud

Spam

Ham

Fraud

Spam

Ham

Fraud

TP
 r

at
e

FP
 r

at
e

P
re

ci
si

o
n

70% Training Data PSO selected PSO-based 70% Training Data PSO selected Gradient-based 

70% Training Data Original PSO-based 70% Training Data Original Gradient-based 



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  
Foundation of Computer Science FCS, New York, USA 
Volume 12– No. 39, April 2022 – www.ijais.org 

 

23 

 

Figure 7: Results of the TP rate, FP rate and Precision for 20% testing data 

Therefore, the PSO-based BP algorithm formulated using 

features extracted by PSO based on a 20% testing dataset size 

was integrated into the implementation of the fraud detection 

and incident reporting system required for the classification of 

fraudulent e-mails. 

5. CONCLUSION 
The results of this study showed that following the adoption of 

the PSO algorithm for the selection of relevant words, it was 

observed that 6382 (49.7%) words were considered most 

important for speeding up and improving the performance of 

the fraud detection model. The study concluded that using the 

PSO algorithm for the selection of the most relevant features 

was reduced by about 50% of the originally extracted features 

from the collected e-mail dataset. 

Furthermore, the results of the formulation and validation of the 

fraud detection model showed that using the relevant features 

selected by PSO increased the performance of the gradient-

based BP by 0.27% and 0.35% using 30% and 20% testing data 

respectively. Also, the selection of relevant features using PSO 

increased the performance of the PSO-based BP by 1.51% and 

1.46% using 30% and 20% testing data respectively. Therefore, 

the PSO-based BP outperformed the gradient-based BP with a 

value of 1.48% and 2.72% using 30% testing data based on 

original features and features selected by PSO respectively. 

Also, the results showed that the PSO-based BP outperformed 

the gradient-based BP with a value of 1.46% and 2.57% using 

20% testing data based on original features and features 

selected by PSO respectively.  

Based on the results, the study concluded that adopting the use 

of PSO for the selection of the most relevant features improved 

the performance of the fraud detection model while adopting 

the PSO for the optimization of the back-propagation algorithm 

also improved the performance of the BP algorithm compared 

to using the gradient-descent method. Furthermore, the study 

concluded that the fraud detection model developed using the 

PSO-based BP which used the most relevant features was 

integrated into a prototype implementation of the fraud 

detection and incidence reporting system. The incidence 

reporting was handled by using a blacklist to keep track of 

known fraudulent e-mails while unknown e-mails were 

analyzed in order to classify the incoming e-mail as either 

Spam, Ham or Fraud mail. 
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