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ABSTRACT 

Deepfakes are synthetic media that replace someone’s action 

(source person) with another (target person). Images deepfakes, 

commonly known as “visual deepfakes,” depict a complicated 

and contentious high-tech avant-garde phenomenon in the 

sphere of digital trickery and artificial intelligence. These are 

highly deceitful and computer-based distortions of static 

images, commonly photographs, where the appearance of a 

single individual is painstakingly superimposed onto another in 

a highly sophisticated manner that seems to be real. Image 

Deepfakes are easy to generate due to easy access to open-

source deepfake generation software applications such as 

FakeApp. Once it is generated, social media becomes its 

marketplace where it is easily distributed to engage and deceive 

millions of users. Most research in this area focuses on using a 

single deep-learning algorithm on a small dataset in the 

development of the deepfakes detection model. Therefore this 

research work is focused on building a robust and efficient 

deepfakes image detection model using a publicly available 

dataset from Kaggle comprising one hundred and forty 

thousand (140,000) images. The model was developed using 

Convolutional Neural Networks (CNN), Support Vector 

Machines (SVM), Feed Forward Neural Network (FFNN), and 

Gated Recurrent Unit (GRU). To make the model more robust 

and efficient, the ensemble technique was employed to 

ensemble the individual models and an accuracy of 94.91% was 

achieved. 

General Terms 

Image Recognition, Security. 

Keywords 

Deepfakes, Misinformation, Social media, Ensemble Method. 

1. INTRODUCTION 
The appellation ‘deepfake’ emanated from two words ‘deep 

learning’ and ‘fake’ [1]. Through the use of deep learning 

algorithms, software developers have created software capable 

of manipulating images [2]. These manipulated contents appear 

to be almost indistinguishable from the original content.  

Social media platforms have become part of society's daily 

routine, as they depend on it for quick information. News 

agencies, political leaders, and celebrities share personal and 

public information through their social media handles. Years 

past, society depended hugely on Radio, TV and newspapers 

for information [3]. Currently, millions of users now depend on 

social media for easy and swift information. This information 

can either be real or fake. Facebook and Twitter have millions 

of users who create personal and professional accounts for 

information sharing; due to privacy policies, most of this 

information does not pass through proper scrutiny [4]. This has 

given rise to social media misinformation.  

Image deepfakes are often underrated but it is still as menacing 

as the rest [5]. In the first quarter of 2023, a picture of Pope 

Francis putting on an expensive Balenciaga cloth was all over 

social media [6]; the image generated a lot of traffic and 

criticism on Facebook and Twitter simultaneously. Many 

believed that the image was real but it was deepfaked. 

Deepfakes images have been in existence for years; as early as 

1860, although as of then it was not called deepfake. The formal 

Vice President of the United States John Calhoun’s portrait was 

painstakingly altered and the head was replaced with the head 

of the former president of the United States Abraham Lincoln 

[7]. Then such alteration was done by removing the head of the 

source person, and replacing it with the target person, 

repainting and modifying both images to look alike  [8]. The 

above method is known as a manual or handcrafted method.  

Presently, computer graphics and the emergence of deep 

learning algorithms have further made the process easier. 

Autoencoders and Generative Adversarial Networks (GAN) 

play a vital role in the creation of deepfake images [9]. Reddit 

is a popular American social media platform where users are 

permitted to share multimedia content and interact with one 

another. In 2017 one of its users with an account named 

"deepfake" uploaded a succession of computer-perverted fake 

multimedia content of popular American female celebrities 

[10]. The faces of the celebrities in the multimedia content were 

interchanged with faces in pornographic content. Certainly, the 

prime prey of deepfake generators is public influencers and 

political leaders. The US Speaker Nancy Pelosi 2019 faced a 

deepfake attack where she was made to appear chaotic and 

intoxicated [11]. When the fake content was reposted on 

Facebook it gained over 2.2 million viewers in less than two 

days. The above and many other happenings gave deepfakes 

popularity.  

The oldest Software application developed for deepfakes 

distortion was Video Rewrite  [12]. In 2019, an application that 

was downloadable on Windows and Linux was built solely for 

the creation of erotic images. This became a peril in society as 

it created fear and misinformation. People can create erotic 

images of someone using deepNude without the consent of the 
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person [13]. FakeApp, FaceSwap, FaceApp, Reface, and ZAO 

are some of the software developed and used for deepfakes 

creation. You must not be a computer guru to be able to operate 

the software as it is so facile to operate, especially with the help 

of YouTube tutorial videos. The GitHub platform has the 

deepfaceLab [14] used in generating deepfake content. The 

major motive behind deepfakes is to misinform and bewilder 

the receivers. Same 2017, deepfake was used to beget nude 

images of celebrities; which went viral on social media  [10]. 

Deepfakes have aggravated chaos and blackmailing of notable 

personalities [15]. Deepfakes can hoodwink the military and 

security experts through falsified war armament. This study 

proposes a model for detecting social media image deepfakes 

which will extenuate misinformation and enhance security. The 

key contributions of this study are as follows 

i. This research work enhances the understanding of the 

concept of image deepfakes and the models 

employed in detecting them. 

ii. The developed model unveils the framework of an 

advanced way to develop an image deepfakes 

detection model. 

iii. The research has explored and employed image 

properties both real and fake from different articles 

to add more clarity to the detection of image 

deepfakes. 

iv. Multiple deep learning and machine learning 

algorithms were employed to evaluate the publicly 

available dataset from the Kaggle online platform. 

The performance of the image deepfakes detection 

model was generally measured using a 

comprehensive confusion matrix that encompasses 

accuracy, Recall, Precision, and F1 score. 

v. This research work implemented transfer learning 

and ensemble techniques on a large dataset of 70,000 

to ensure that the developed model is robust and 

effective in image deepfake detection. 

The rest of the paper is organized as follows: Section (2) 

focuses on the review of prior research. Section (3) elaborates 

on the materials and methods employed. Section (4) presents 

the experimental findings and discusses the study. Section (5) 

offers conclusions and recommendations for future research.  

2. LITERATURE REVIEW 
This segment examines numerous research endeavours focused 

on detecting image deepfakes. Deepfakes are created and 

spread on social media mainly to deceive the public and cause 

misinformation. While the term "Deepfake" has gained 

significant attention, it remains crucial to comprehend the 

academically accepted definition of this expression. 

 Definition 
Deepfakes is relatively a new research area, there is yet to be a 

generally accepted definition. “Synthetic image animation: 

Application of movement to a static source image through deep 

neural networks with the goal of creating synthetic visual media 

of a person” [16]. “manipulated digital media such as images 

or videos where the image or video of a person is replaced with 

another person’s likeness” [17]. “deepfakes. . . are created by 

techniques that can superimpose face images of a target person 

to a video of a source person to make a video of the target 

person doing or saying things the source person does . . . 

deepfakes are artificial intelligence-synthesized content that 

can also fall into two other categories, i.e., lip-sync and puppet-

master” [10]. The next subsection discusses the issues of 

deepfakes. 

 Issue of Deepfakes 
Image deepfakes are generated using deep learning algorithms. 

These images are super sophisticated and barely 

indistinguishable from the original content. It is capable of 

causing chaos and misinformation. Deepfakes images can be 

employed to generate a piece of convincing false news and 

spread misinformation on social media [18]. Deepfake 

technology can be employed to generate erotic content by 

superimposing an individual’s face onto an explicit or erotic 

image without their consent. Such content can also be used to 

blackmail or exploit high-profile persons [19]. Deepfakes 

images can be employed for identity theft or impersonation of 

individuals, not excluding financial fraud and impersonation of 

high-profile persons for malicious reasons [20]. Deepfake 

images can be employed to influence political gatherings by 

generating a convincing image of popular political 

personalities saying or doing things they never did [21]. 

Deepfakes images can be used to bypass facial recognition 

systems, potentially compromising the security of various 

systems and devices [22]. The authenticity of image media 

content keeps decreasing as image deepfakes advance, as it is 

becoming more difficult to distinguish between real and fake 

content [23]. Deepfakes proliferation has become a matter of 

concern as legal entities have to update their rules, laws and 

regulations. Image evidence needs a proper investigation to 

avoid passing a wrong judgment [24]. Historical images and 

photographs can be manipulated by deepfakes images, thereby 

causing misinformation, especially in digital libraries [15]. 

The following subsection discusses machine learning related 

works.  

 Review of Machine-Learning-Related 

Works 
Deepfakes has been a research area since its inception; 

researchers have achieved notable results. In the year 2018, 

[25] proposed a model to spot computer-manipulated images. 

The model was trained using a deep neural network called deep 

forgery discriminator (DeepFD) and it was able to detect 

deepfake images generated by GAN at an accuracy of 94.7%. 

In 2019, a model was proposed by [26] to Classify real faces 

and forged. The classifiers utilized in the training of the model 

are ShallowNet, VGG-16 and Xception. In the end, they 

achieved an accuracy of 62%. In 2020, [27] Developed a model 

to tackle image deepfakes. The model was built using CNN and 

SVM. After training, the model achieved 94% and 65% on 

CNN and SVM respectively. The dataset used during the model 

training was small, as they made use of 2041 images. In the 

year 2022, [28] proposed a model to detect deepfake images; 

the model was built using VGG16 and CNN. The model arrived 

at achieved an accuracy of 94%, although the dataset they used 

was small and unbalanced; the real images were 1081 and the 

fake images were 960. 

To overcome the challenges of the existing models, this study 

employed the methodology described in Section 3 below 
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Figure 1: Shows the Ensemble Learning Framework for Deepfakes Detection. 

3. METHODS AND MATERIALS 

 Proposed Framework 
The research introduces a novel approach through the 

utilization of Ensemble learning, which leverages the strengths 

of multiple algorithms to mitigate biases that may result from 

their individual weaknesses. The model framework 

incorporates a variety of algorithms, including CNN, SVM, 

FFNN, and GRU. These algorithm selections were based on 

their relevant characteristics and their prior use in tasks related 

to image analysis, and deepfakes detection. The primary aim is 

to develop a robust and high-performing model for the 

detection of social media image deepfakes. This section will 

focus on (i) Dataset (ii) Data Preprocessing (iii) Feature 

Extraction (iv) Model Development (iv) Model Evaluation. 

Figure 1 shows the ensemble learning framework for the 

deepfakes detection model. The next subsection focused on 

data collection. 

 Dataset Used 
The quality of the dataset used in the development of the model 

is very important in achieving a good result [17]. The 

performance of the model relies on the dataset used in the 

training process [29]. The model development process started 

by accessing an open-source dataset of images publicly 

available on Kaggle. It contains a total of 140,000 face images. 

Half of the faces (70,000) are real from the Flickr dataset 

collected by Nvidia and the other half (70,000) are fake faces 

(generated by StyleGAN) that were provided by Bojan [30]. 

70,000 images were utilized for the development of the model. 

The dataset contains three CSV files with features such as id, 

original_path, label, label_str, and path. Table 1 below 

describes the features. The next subsection discusses data 

preprocessing. 

Table 1: Dataset Feature Description 

S/N Features Description 

1. Id A unique identifier for each image. 

2. original_path The path to each image in the Kaggle input directory. 

3. label  Is the column that indicates the binary status of each image 0 

or 1. 0 for fake and 1 for real. 

4. label_str This is similar to ‘label’. This column indicates the string 

value of the image. It shows whether the image is ‘real’ or 

‘fake’  

5. Path This is similar to ‘original_path’. This column indicates the 

path to the folders that contain the images.  

 

 Data Preprocessing 
Data preprocessing is an important phase in the construction of 

a deep learning model because it ensures that data are cleaned, 

transformed and arranged in a way that will be suitable for 

training of the model. At this phase missing values are handled, 

anomalies are corrected, and data normalization, scaling, 

augmentation, labelling, splitting, and balancing all took place. 

The dataset is publicly available and free to use for research 

purposes. Pandas and numpy libraries in Python programming 

language were used to manipulate and handle the CSV file 
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containing the paths and labels of the images. Keras library was 

used for preprocessing and data augmentation of the images. 

DataFrame was created for each set Train, validation and test 

while the Pandas library was used to read the CSV file 

containing the labels and paths to the images. The images were 

further resized and normalized to fit into the model. A data 

visualization tool was employed to check if there was a balance 

between the fake and real image sub-classes of the train set. The 

next subsection discusses data splitting. 

3.1.1 Data splitting 
The dataset was divided into training, validation and testing 

sets. 50,000 images for training, 25,000 real images and 25,000 

fake. 10,000 images, 5,000 real and 5,000 fake were utilized for 

validation and 10,000 images for testing, 5,000 real and 5,000 

fake. The numbers of real and fake images were equal in each 

subset train, validation and test set. This is to ensure that the 

model did not suffer data imbalance and to enable the model to 

learn and converge appropriately. The dataset is suitable for the 

research because it cuts across various ethnic groups, races, 

colours, ages, image backgrounds and image accessories such 

as eyeglasses, sunglasses, hats etc. just like social media 

images. The split ratio is 71.4%, 14.3%, and 14.3% for training, 

validation and test sets respectively. Figure 2 shows a few 

samples of the images. Figure 3 shows the balance between real 

and fake images. The next subsection focused on the feature 

extraction. 

 
Fig 1: Sample of Image Dataset 

 
Fig 2: Shows the Balance between Real and Fake Images



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  

Foundation of Computer Science FCS, New York, USA 

Volume 12– No.42, November 2023 – www.ijais.org 

 

5 

 Feature Extraction 
In machine learning, feature extraction refers to the process 

where important information is been extracted from the raw 

data to generate a more comprehensive informative 

representation, mostly called features [31]. In the deepfakes 

image detection model, feature extraction involves the 

transfiguration of the raw image data into a set of meaningful 

characteristics and patterns that can be used for the 

classification process. At this phase, dimensionality was 

reduced, and patterns were identified, making it compatible and 

easy for generalization, and interpretation to ensure an efficient 

model. The quality of images is of importance in this study. The 

next subsection focused on model development. 

 Model Development 
Employing multiple classification algorithms in the 

development of a deepfake detection model can boost accuracy 

and make the model more vigorous in the detection task [32]. 

Deepfakes' complexity keeps increasing daily as more 

sophisticated algorithms emerge and attackers don’t relent as 

they leverage the algorithms to create more misleading 

deepfakes content to enable them to achieve their ulterior 

motive. Therefore depending on one classification algorithm 

will not be strong enough to spot all kinds of image deepfakes 

[32]. To enable the model to be more proactive and robust in 

spotting deepfakes image manipulation, multiple algorithms 

should be used as they can increase the accuracy and general 

performance of the model [33]. In this phase, Convolutional 

Neural Networks (CNNs), Support Vector Machines (SVM), 

Feed Forward Neural Networks (FFNN), and Gated Recurrent 

Unit (GRU) neural networks were trained and evaluated. After 

the evaluation of the models, the ensemble technique was 

utilized to make the model robust. 

3.3.1 Classification Algorithms 

3.3.1.1 Convolutional Neural Network (CNN) 
Is a type of deep learning algorithm that is generally used in the 

classification and analysis of visual data like images. It has 

achieved remarkable results in object recognition, image 

classification, and image analysis [34]. CNNs are suitable for 

image deepfake detection because they can perform feature 

extraction on the images used in the classification. The 

extracted features are learned by the model during the training 

process; the network simultaneously analyzes the patterns in 

the image data. CNN further uses the learned expertise to 

determine which image is real or fake [35]. Moreover, CNNs 

are known for their ability to work with a large dataset which 

is very needful in image deepfake detection as voluminous 

samples are needed for the efficiency and effectiveness of the 

trained model. Images come in various sizes, colours, and 

orientations; CNNs have the capacity to handle such diverse 

images [36]. Social media has millions of users, so it is 

necessary to utilize an algorithm that can handle diverse and 

voluminous datasets [37]. The CNN model was trained from 

scratch, a total of seventy thousand (70,000) images were used, 

and both the real and fake images were equal in number. The 

dataset was split into three subsets train set fifty thousand 

(50,000) images, validation set ten thousand (10,000) and test 

set ten thousand (10,000) and achieved an accuracy of 94.78%. 

Table 2 below shows the performance of the CNN Model. The 

next subsection discusses transfer learning. 

Table 2: The CNN Performance Summary 

Performance of CNN Model 

Evaluation Metrics Performance Results (%) 

Accuracy 94.78 

Precision 93.92 

Recall 95.76 

F1-Score 94.73 

Auc Score 98.80 

 

3.3.2 Transfer Learning 
Transfer learning allows the transfer of the knowledge gained 

from a previously learned task to be applied to another similar 

task [38]. Transfer learning reduces the cost of learning and 

also helps avoid reinventing the wheel [39]. It is a machine 

learning method, where a pre-trained model on one task is 

adapted for a different but related task. Transfer learning is 

important in image deepfake detection models as it helps in 

knowledge transfer between models, improves efficiency and 

generalization, saves time and computational resources, 

reduces complexity, and enhances performance. After training 

the CNN model, a transfer learning technique was utilized to 

train the SVM, FFNN, and GRU models. Below is the 

discussion of each model: 

3.3.2.1 Support Vector Machines (SVMs) 
A well-known machine learning algorithm utilized in 

classification and regression tasks. They are specifically 

employed in resolving complicated problems with an explicit 

separation among the various classes. SVMs are efficient in 

deepfake image detection because of their effectiveness in the 

separation of various categories of images using hyperplane in 

a multidimensional space [40]. SVMs are generally employed 

in image classification such as deepfakes detection, and it has 

shown a reasonable result when implemented in conjunction 

with techniques such as the ensemble method [41]. SVM has 

been used in addition to other algorithms to improve the 

accuracy of deepfake models [42]. The SVM model was trained 

using the pre-trained CNN model and achieved an accuracy of 

94.85%. Table 3 below shows the SVM performance summary. 
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Table 3: The SVM Performance Summary 

Performance of SVM Model 

Evaluation Metrics Performance Results (%) 

Accuracy 94.85 

Precision 95.76 

Recall 93.72 

F1-Score 94.73 

Auc Score 98.42 

3.3.2.2 Feed-forward Neural Network (FNN) 
The FFNN model was trained using the pre-trained CNN 

Model. FFNN can learn from a pre-trained model [43]. The 

FFNN model was trained through the transfer learning 

technique using the pre-trained CNN model and achieved an 

accuracy of 94.90%. FFNN has powerful nodes that can be 

trained for depfakes detection tasks [44]. Table 4 below shows 

the FFNN performance summary. 

Table 4: The FFNN Performance Summary 

Performance of FFNN Model 

Evaluation Metrics Performance Results (%) 

Accuracy 94.90 

Precision 94.35 

Recall 95.65 

F1-Score 95.00 

Auc Score 98.62 

 

3.3.2.3 Gated Recurrent Unit (GRU) 
The GRU model was trained and evaluated using the pre-

trained CNN Model. GRU can capture image features [45]. An 

accuracy of 94.50% was achieved. Table 5 below shows the 

performance summary of the GRU model. 

Table 5: The GRU Performance Summary 

Performance of GRU Model 

Evaluation Metrics Performance Results (%) 

Accuracy 94.50 

Precision 94.48 

Recall 94.66 

F1-Score 94.57 

Auc Score 98.62 
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 Ensemble Creation (Ensemble 

Averaging) 
Ensemble averaging within the realm of deep learning is a 

strategy aimed at enhancing a model's overall performance and 

resilience by consolidating predictions from several neural 

networks. Instead of relying on a single neural network, 

ensemble averaging entails the training and utilization of 

multiple neural networks that may have different architectures, 

initializations, or subsets of training data. The predictions 

generated by these individual networks are subsequently 

combined or averaged in a particular manner to yield a final 

prediction. Ensemble averaging stands as a valuable approach 

for elevating the performance and reliability of deep learning 

models [46]. The individual model performance accuracies 

were improved using the Ensemble averaging techniques. The 

strategies used in the development of the proposed model are 

discussed in subsequent subsections. 

3.4.1 Experimental Method 
In this present section, the experimental approach utilized in 

the building of the social media deepfakes image detection 

model is presented. In the construction stages, both the pre-

processing and feature selection of the data were done using 

Jupiter Notebook in the Kaggle online development 

environment. Kaggle is an internet platform that offers a cloud-

based programming environment for executing Jupyter 

Notebooks. It enables users to write, edit, and run Python code 

in a browser without necessarily needing to install any Python 

development app on a local computer. Kaggle notebooks are 

executed directly from their cloud-based server, making it 

easier for code collaboration, notebook sharing, and working 

on projects from various devices and locations. The Kaggle 

platform offers high-speed Processors like the Central 

Processing Unit (CPU), Graphic Processing Unit (GPU) and 

Tensor Processing Unit (TPU). The dataset was split into train, 

validation and test set with a Comma-Separated Values (CSV) 

file that contains the paths and label of the images. The path 

column gives the full information about the location of the 

images and the label gives information on whether the images 

were real or fake. The train and validation set were used in the 

training of the model while the test set was used to check the 

performance of the model. The algorithms used in training the 

model are CNN, SVM, FFNN and GRU. The model coding, 

training, and testing were done using Python programming 

language on the Kaggle online development environment. The 

local system used was running on Windows 10 x64-bit 

operating system, 2.1GHZ Intel processor with 4GB RAM 

Capacity and 500HDD memory capacity. The next subsection 

discusses the evaluation matrices used. 

 

 

3.4.2 Model Evaluation 
Evaluation matrices are generally used to ascertain the 

performance and effectiveness of a model in different tasks 

including classification, regression, and information retrieval. 

It gives a homogenized procedure to analyze, measure and 

compare various models [49]. Some of the commonly used 

evaluation matrices are accuracy, precision, recall, and F1 score 

[50]. The metrics utilized in the model evaluation include: 

3.4.2.1 Precision Matrix 
Precision is the ratio of true positives to the sum of true and 

false positives. Precision is the accuracy of positive predictions. 

Precision = TP/(TP + FP) [51]. (1) 

Where TP = True Positive, TN = True Negative, FN = False 

Negative, and FP = False Positive. 

3.4.2.2 Recall Matrix 
Recall is the ability of a classifier to identify all positive 

instances of every class; it is defined as the ratio of true 

positives to the sum of true positives and false negatives. Recall 

= TP/(TP+FN) [52]. (2) 

3.4.2.3 F1- score Matrix 
F1-score is a weighted harmonic mean of precision and recall 

such that the best value is 1.0 and the poorest value is 0.0. The 

weighted average score of F1-score is usually used to compare 

classifier models, not global accuracy. F1 Score = 2*(Recall * 

Precision) / (Recall + Precision) [53]. (3) 

3.4.2.4 Accuracy Matrix 
Accuracy computes the number of correct predictions [50]. All 

true positive and negative cases are divided by the total number 

of all cases. The formula is given as (TP + TN)/(TP + FP + FN 

+ TN) [54]. (4) 

4. RESULT AND DISCUSSION  
This section presents and discusses the outcome of the 

ensemble technique, a comparative analysis of the individual 

models and the ensemble, comparative analysis of the 

ensemble and existing deepfake image models. The ensemble 

confusion matrix, precision, recall, and accuracy were 

generated as the main evaluation tool. 

 Comparative Analysis of Ensemble 

Method Result and the individual models 
The ensemble technique achieved an accuracy of 94.91%. 

Table 6 shows the Ensemble performance Summary, Table 7 

shows the comparison between the Individual model 

performance and the ensemble. Figure 4, 5, 6, 7, and 8 shows 

the confusion matrix of CNN, SVM, FFNN, GRU and 

Ensemble. The graphical representation of Table 7 is shown in 

Figure 9.

Table 6: The Ensemble Performance Summary 

Performance of SVM Model 

Evaluation Metrics Performance Results (%) 

Accuracy 94.91 

Precision 95.56 
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Recall 94.18 

F1-Score 94.87 

Auc Score 98.80 

 

Table 7: Comparative Analysis of Ensemble Method Result and the individual models 

Models Evaluation Matrices  

 Precision (%) Recall (%) F1 Score (%) Accuracy (%) AUC 

Score 

CNN 93.92 95.76 94.83 94.78 98.80 

SVM 95.76 93.72 94.73 94.85 98.42 

FFNN 94.35 95.65 95.00 94.90 98.62 

GRU 94.48 94.66 94.57 94.50 98.62 

Ensemble 95.56 94.18 94.87 94.91 98.80 

 

 
Fig 3: CNN Confusion Matrix 
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Fig 4:  SVM Confusion Matrix 

 
Fig 5: FFNN Confusion Matrix 
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Fig 6: GRU Confusion Matrix 

 

Fig 7: Ensemble Confusion Matrix 
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Fig 8: Graphical View of Individual Models and the Ensemble Performance Accuracy

 Comparative Analysis of the Proposed 

Model and the Existing Models 
The performance of the developed model was compared to 

existing models in image deepfake detection. The research 

conducted by [27] used CNN and SVM in the development of 

their model. Moreso, [28] used CNN in the development of 

their model. Table 8 below shows the summary of the existing 

model results and the developed model.   

Table 8: Comparative Analysis of the developed model with the existing model 

Author Classifier Accuracy (%) 

[27] CNN 94 

SVM 65 

[28] CNN  94 

[25] DeepFD 94.7 

Developed Model Ensemble 94.91 

 

Looking at the table above, the developed model outperforms 

the existing models in [27], [28] and [25]. The developed model 

was trained with a higher dataset; the Ensemble technique was 

utilized to make the model more robust which later achieved a 

higher performance accuracy. Figure 10 below shows the 

graphical or pictorial representation of Table 8 above. 
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Fig 9: Graphical View of the Proposed Model and Existing Models 

5. CONCLUSION 
This research work presents a model for the detection of social 

media image deepfakes. It utilized a publicly accessible dataset 

on Kaggle. The model was developed using the Kaggle online 

development environment and Python programming language. 

Transfer learning technique was utilized to train the SVM, 

FFNN and GRU from the CNN pre-trained model. The model 

outperforms the existing model with higher performance 

accuracy. The model was built using an Ensemble technique 

making it more robust in detecting deepfake images. The model 

achieved an accuracy of 94.91%. The dataset employed in the 

model construction was 70,000 in total, 50% real and 50% fake. 

The dataset was further divided into train set, validation set and 

test set. The dataset used is greater than the one used in the 

existing model [27] and  [28]. Due to limited resources, the 

research is bonded on the resources available in Kaggle's online 

development environment. The developed model can play an 

important role in mitigating misinformation on social media 

especially deepfake image-related misinformation. 
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