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ABSTRACT 

Pneumonia has been a major public health issue throughout 

human history and is among the common symptoms of the 

virus that causes COVID-19, which has turned into a 

worldwide pandemic. The disease is especially prevalent in 

developing countries, with Nigeria being one of the five 

countries accounting for more than half of the world’s annual 

incident cases of pneumonia. In 2015, Nigeria recorded 2,300 

deaths among children under five due to pneumonia, and it is 

projected that two million could die in the next decade if no 

action is taken. The disease wreaks havoc in areas where the 

doctor-to-patient ratio is low, causing deaths primarily in 

children under five years old and elderly people over 65 years 

old, particularly those with weakened immune systems. 

Pneumonia is the leading infectious cause of death in children 

worldwide, with higher incidence rates in developing countries 

due to poor sanitary conditions and poverty. Deep learning 

techniques, particularly Convolutional Neural Networks 

(CNNs) using X-ray images, have significantly contributed to 

pneumonia diagnosis. However, previous studies have only 

focused on distinguishing between healthy and pneumonia 

patients without considering the severity level. In developing 

countries, physicians using these machine learning tools are 

unable to determine the severity of pneumonia, resulting in 

patients with moderate pneumonia not receiving adequate care. 

Although this approach is cost-effective for the healthcare 

system, it is dangerous for the patients. In this study, a deep 

learning model is proposed to complement the work of 

physicians by determining the severity level of pneumonia after 

confirming the infection through X-ray.   

Keywords 

Pneumonia, Severity, HOG, CNN, X-ray images, Pearson 

Correlation 

1. INTRODUCTION 
Accessing medical facilities is of vital importance for 

individuals facing health challenges to receive proper medical 

diagnosis and timely treatment. However, this can be a 

significant challenge in developing countries where poverty 

and a shortage of medical personnel are prevalent, resulting in 

increased mortality rates due to the lack of funds to access 

available medical facilities [1]. Recently, Artificial Intelligence 

(AI) has been employed in solving medical problems; expert 

systems, machine learning, and deep learning are a few 

examples of the techniques used. Deep learning, a subset of 

machine learning, consists of algorithms inspired by the 

functioning of the human brain. It teaches computers to 

perform tasks that come naturally to humans by allowing input 

data to be classified directly based on raw input rather than 

constructing features manually. Deep learning models can 

achieve state-of-the-art accuracy, sometimes exceeding 

human-level performance [2]. 

Pneumonia is an infection of one or both lungs caused by 

bacteria, viruses, or fungi, in which the air sacs are filled with 

pus. Before the outbreak of the COVID-19 pandemic, it was 

the single largest infectious cause of death in children under 

five years of age, claiming more lives than any other infectious 

disease worldwide. It claimed the lives of over 700,000 

children under five every year, including over 200,000 

newborns, with approximately 2,000 deaths per day, resulting 

in the death of a child from pneumonia every 43 seconds. 

Pneumonia is also the fourth leading cause of death across all 

ages. In 2019, pneumonia killed 740,180 children under the age 

of five, accounting for 14% of all deaths in this age group [3-

7]. 

Pneumonia affects children and families everywhere, but it is 

more prominent in developing countries. Nigeria, as a case 

study, is one of the five countries with more than half of the 

world’s annual incident cases of pneumonia, recording 2,300 

under-five deaths in 2015. The country had the highest number 

of child mortalities, with an estimated 162,000 deaths in 2018, 

approximately 443 deaths per day, with pneumonia accounting 

for 19% of these deaths. It is projected that two million children 

could die in the next decade if nothing is done to help curtail 

the disease [8-10]. 

Hence, there is a need for early diagnosis and, most 

importantly, the need to understand the extent of damage the 

disease has done to the patient’s body in terms of severity. This 

is essential for providing timely and appropriate priority 

treatments and medications for pneumonia patients to curb the 

menace of this disease. 

X-ray images have been a common tool employed for 

pneumonia diagnosis, and this requires the service of an expert 

radiologist to interpret the X-ray [11]. However, as there are 

lots of respiratory diseases sharing similar features with 

pneumonia, this sometimes leads to subjectivity in the 

interpretation. This subjectivity in interpretation highlights the 

need for a computer-aided diagnostic system for accurate 

interpretation [12]. 

This paper proposes a deep learning model to assist medical 

experts in diagnosing the severity of pneumonia. A Histogram 

of Oriented Gradients (HOG) feature descriptor, Pearson 
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correlation, and CNN were employed on Kaggle’s Chest X-ray 

images. Figure 1 shows the lungs of a healthy air sacs versus 

pneumonia infested air sacs, and Figure 2a shows the X-ray 

images of normal patients, and 2b the X-ray images of 

pneumonia patients. 

 

 

Figure 1: Healthy air sacs versus pneumonia infested air 

(adapted from [13]) 

 

Figure 2a: Normal X-ray images 

 

Figure 2b: Pneumonic X-ray images 

Pneumonia can develop in patients already in the hospital for 

other sicknesses. It can be spread through coughing, sneezing, 

or by touching infected shared objects. Signs and symptoms of 

pneumonia include fever, chills, cough, shortness of breath, and 

fatigue. Pneumonia symptoms vary from mild to severe, 

depending on factors such as the type of germ causing the 

infection, age, and overall health of the patients. Mild signs and 

symptoms are often similar to those of a cold or flu, but they 

last longer. Some of the pneumonia signs and symptoms 

include: 

• Chest pain when breathing or coughing 

• Confusion or changes in mental awareness (in adults age 65 

and older) 

• Cough, which may produce phlegm or pus 

• Fatigue 

• Persistent fever of 102°F (39°C) or higher 

• Sweating and shaking chills 

• Lower than normal body temperature (in adults older than age 

65 and people with weak immune systems) 

• Nausea, vomiting, or diarrhea 

• Difficult breathing 

Pneumonia may also present itself in the elderly with confusion 

and lack of fever. Patients with severe symptoms experience 

loss of appetite, bodily discomfort, and sometimes coughing up 

blood [14].  

Cough, fever, dyspnea, and crackles on examination, are 

suggestive pneumonia symptoms but they are not evident as 

they share symptoms with other lower respiratory system 

diseases. Automating the severity diagnosis of infected 

pneumonia patients will ensure accurate diagnosis and assist in 

prioritizing pneumonia treatment to improve health care in 

resource-scarce areas like Africa, reducing the mortality rate of 

the disease. 

The main contribution of this work is to propose a pneumonia 

severity diagnosis model that will be beneficial in developing 

areas, specifically, Nigeria, where the doctor-to patient ratio 

stands at 1:9083 instead of the recommended 1:600 as stated in 

[15] and to serve as a specialists’ supporting tool for diagnosis 

and decisions making.  

In this study, publicly available pneumonia dataset used by 

Kermany in [16] was used. 

The rest of this paper is organized as follows. Section II 

discusses related work on pneumonia diagnosis, Deep 

Learning, and Histogram of Oriented Gradient. Our proposed 

model technique is discussed in Section III. The experimental 

setup is outlined in Section IV and Section V discusses the 

results. Section VI concludes the paper with future work. 

2. RELATED WORKS 
In recent years, artificial intelligence methods have been 

employed in the diagnosis of various diseases. A fuzzy expert 

system for pneumonia diagnosis was developed in [17]. A CNN 

deep learning model for the detection and classification of ear 

infections was proposed in [18]; A deep learning based 

pneumonia severity diagnosis model that can assist medical 

practitioners in prioritizing pneumonia patients’ treatment was 

proposed by Olatunde in [19]. An intelligent deep transfer-

learning-based malaria parasite detection and classification 

(IDTL-MPDC) model that can determine malaria presence 

from blood smear images using median filtering was developed 

in [20]. An Intelligent system for detecting COVID-19 was 

developed by combining features extracted from histogram-

oriented gradient (HOG) and Convolutional Neural Networks 

(CNN) in [21]. 

The development and application deep learning especially the 

use of CNN in medical image analysis have made deep 

learning-based diagnosis a feasible method. Barbosa and 

Canuto in [22] proposed a custom machine learning model. The 

model used HOG in extracting features from chest X-ray 

images to classify and detect the presence of pneumonia. If 

pneumonia is detected, the model further classified the detected 

pneumonia as either caused by viral or bacterial infection. A 

supervised computer-aided diagnostic (CAD) system for the 

binary classification of chest X-ray images into pneumonia or 

normal was presented in [23]. The CAD system processed 

hundreds of X-rays images by using the HOG to extract 

features from the X-ray images which were further classified 

using Support Vector Machine (SVM), decision tree and 

random forest techniques. 

As a result of high mortality and morbidity rate of pneumonia 

especially in children and the complication accompanying 
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those with severe condition, a CNN and VGG16 models that 

can assist radiologists in improving the diagnostic accuracy of 

pulmonary diseases using chest X-ray was proposed in [24]. 

Siddiqi et al., 2019 presented a deep learning based model that 

classify chest X-rays into ‘normal’ and ‘pneumonia’ was 

presented by Siddiqi in [25]. [26] employed four different 

CNN-based deep transfer learning algorithms (i.e. VGG19, 

Xception, ResNet50, and DenseNet121) in the automatic 

classification of chest X-ray radiography into healthy and 

pneumonia. Similar ideas from [26] was adopted in [27] by 

combining CNN and deep learning algorithms such as VGG16, 

VGG19, and Xception transfer learning to detect COVID-19-

induced pneumonia from chest X-rays. 

3. PROPOSED METHODOLOGY FOR 

SEVERITY DETECTION 
Upon reviewing related literature, it became evident that 

existing diagnostic systems for pneumonia are binary, merely 

indicating whether a patient has the condition or not. However, 

considering the constraints of healthcare access and diagnostic 

resources, understanding the severity of the disease is 

imperative as this knowledge facilitates tailored treatment 

plans, the prescription of suitable medications to prevent 

complications, and ultimately enhances patient outcomes while 

minimizing transmission risks. It will also aid public health 

agencies in identifying trends, allocating resources efficiently, 

and devising targeted interventions and prevention strategies. 

The architecture of the proposed Deep Learning Model for 

Pneumonia Severity Diagnosis is presented in Figure 3 is 

characterized by a chest X-ray image dataset, Image 

preprocessing stage, Feature extraction module, Dataset 

Splitting, Target categorization module, the training module 

and the Evaluation module.

 
Figure 3: Architecture of the Pneumonia Detection with Deep Learning 

3.1 Image Dataset 
The "Pneumonia Detection with Deep Learning" utilized a 

publicly available dataset from Kaggle, comprising 5,856 chest 

X-rays labeled as either Pneumonia or Normal. These X-rays 

were drawn from pediatric patients aged one to five years old 

at the Guangzhou Women and Children’s Medical Center. The 

Pneumonia dataset includes both Bacterial and Viral 

Pneumonia X-ray images. Normal X-rays depicts clear lungs as 

illustrated in Figure 4, Pneumonia-infested X-ray images 

typically show focal lobar consolidation, as seen in Figure 5. 

 

 

 

Figure 4: Random samples of Normal X-ray images 

 
Figure 5: Random samples of Pneumonia-infested X-ray 

images 

3.2 Image Preprocessing 
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This is achieved by resizing the input X-ray image to 128 x 64 

pixels (128 pixels’ height and 64 pixels’ width). The size was 

chosen as the image will be divided into 8x8 and 16x16 patches 

to extract the features, and also to conform with the values used 

in the original paper.  

3.3 Feature Extraction 
HOG Features were extracted from both the Normal and 

Pneumonia X–ray grayscale images using the following steps: 

a. Gradient Computation: For every single pixel in the 128 x 

64 pixels cell, both the magnitude and orientation of the 

gradient in both the horizontal 𝑡𝑥(𝑥, 𝑦) and the vertical 

𝑡𝑦(𝑥, 𝑦) directions are calculated by employing a 1-D 

discrete derivative mask centered around a pixel of every 

image patches using convolution operation with 𝑡𝑥(𝑥, 𝑦) =
[1 0 −1], and 𝑡𝑦(𝑥, 𝑦) = [1 0 −1]𝑇 filtering kernel 

as defined in Equation (1) and Equation (2) respectively. 

𝑡𝑥(𝑥, 𝑦) = |𝑙(𝑥 − 1, 𝑦) − 𝑙(𝑥 + 1, 𝑦)|        (1) 

𝑡𝑦(𝑥, 𝑦) = |𝑙(𝑥, 𝑦 − 1) − 𝑙(𝑥, 𝑦 + 1)|        (1) 

Where 𝑥 = 1 … 64;   𝑦 = 1 … 28 

The two computed gradients are used in computing the gradient 

magnitudes and angles 

b. Computation of gradient magnitude and angle: For each 

pixel 𝑡(𝑥, 𝑦)  the intensity value in the gradient magnitude 

and the gradient angle and orientation are computed using 

Equation (3) and Equation (4) respectively. The gradient is 

then transformed to polar coordinates with the angle between 

0𝑜 and 180𝑜 

𝜇 = √𝑡𝑥(𝑥, 𝑦)2 + 𝑡𝑥(𝑥, 𝑦)2                                          (3) 

𝛼 = 𝑡𝑎𝑛−1 (
𝑡𝑥(𝑥, 𝑦)

𝑡𝑦(𝑥, 𝑦)
)                                                  (4) 

Where 𝑡𝑎𝑛−1 is the inverse tangent; which yields values 

between −𝜋 and 𝜋, and 𝜇 and 𝛼 denote the magnitude and 

the direction (angle) of the gradient of each pixel 

respectively 

c.  Building the Histogram: After obtaining the gradient of 

each pixel, the gradient matrices (magnitude and angle) are 

divided into 8x8 cells to form a block. For each block, an 

evenly spaced 0𝜊 to 180𝜊 9-point histogram with each bin 

having an angle range of 20 degrees representing the 

distribution of gradient orientations within the cell was 

calculated. Each pixel calculates a weighted vote for an edge 

orientation histogram channel based on the orientation of the 

gradient element centered on it, and the votes are 

accumulated into orientation bins over local spatial regions 

called cells. 

d. Block normalization: The histograms are normalized to 

reduce the system’s sensitivity to overall lighting. This is 

accomplished by dividing the blocks spanning 2 x 2 cells. 

The 𝑙2 normalization is done on (16 x 16) blocks with 0 

overlaps containing four (8 x 8 pixels) histograms of 

gradients as shown in Figure 6. The histograms are 

concatenated to generate an array of size (1 x 36). 

   

Figure 6: Non-overlapping partitioning of an X-ray image 

For a vector 𝐻 = [ℎ1, ℎ2, ℎ3, ⋯ , ℎ𝑛],  where 𝐻 is the feature of 

the block, and ℎ𝑖  is the histogram of the cell (i). The 𝑙2 norm of 

the vector is calculated as in Equation (5) and Equation (6) 

respectively 

𝐻𝑙2
= |𝐻| = √ℎ1

2 + ℎ2
2 + ℎ3

2 + ⋯ + ℎ𝑛
2 + 𝜖          (5) 

Where 𝜖 is a small positive constant preventing division by zero 

in gradient-free blocks. 

𝐻𝑛𝑜𝑟𝑚 =
𝐻

|𝐻|
                                                                (6) 

e. HOG Feature: All the normalized block features 𝐻𝑛𝑜𝑟𝑚 are 

concatenated to produce one HOG that represents the whole 

window features for a chest X-ray image. The process is 

repeated for all the X-ray images. 

3.4 Dataset Splitting 
The dataset was acquired from Kaggle website 

https://www.kaggle.com/datasets/paultimothymooney/chest-

xray-pneumonia, and was divided into a 70-30 proportion for 

the training and testing sets, respectively. The training dataset 

was utilized to fit the model, while the algorithm made 

predictions using the test set. These predictions were then 

evaluated against the labels obtained from target categorization 

to measure the efficiency of the method.  

The dataset comprised a total of 5216 X-ray images, with 3875 

images depicting confirmed cases of pneumonia and 1341 

images showing healthy individuals. The normal images served 

as a baseline for determining the severity of the pneumonia 

images. Subsequently, the pneumonia images, after being 

reclassified into severity classes, were split into training (2712) 

and testing (1163) sets for training using Convolutional Neural 

Network (CNN) as shown in Table 1. 

Table 1: Number of images present in each class 

Normal 1341 

Pneumonia 3875 
Train (70%) Test (30%) 

2713 1163 

Total 5216 

 

3.5 Target Categorization 
To determine the significance of the relationship between the 

Normal and Pneumonia X-ray images, the feature vectors from 

both Normal and Pneumonia X-ray images are passed through 

Pearson correlation, and the magnitude of the strength between 

the randomly picked Normal X-ray image feature vector and all 

the Pneumonia X-ray images feature vectors is computed using 
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the Pearson correlation as in Equation (7) which is used to 

describe the strength and direction of an association between 

variables. 

𝑟𝑛𝑝 =
∑(𝑛𝑖 − 𝑛̅) (𝑝𝑖 − 𝑝̅)

√∑(𝑛𝑖 − 𝑛̅)2 ∑(𝑝𝑖 − 𝑝̅)2
                              (7) 

Where 𝑟𝑛𝑝 is the correlation between normal and pneumonia X-

ray images feature vectors; 𝑛𝑖 is the value of a randomly picked 

extracted Normal X-ray image HOG features vector; 𝑛̅ is the 

mean value of the Normal X-ray images features vectors; 𝑝𝑖 

values of the extracted pneumonia X-ray image HOG features 

vector; 𝑝̅ is the mean value of Pneumonia X-ray images 

features vectors. 

From the literature reviewed, it is evident that no system has 

been designed for pneumonia severity classification; thus, there 

is no baseline to use as a standard. Based on the correlation 

strengths, different thresholds were selected for the severity 

levels, and the models were subsequently trained and evaluated 

according to these thresholds. The pneumonia images are 

classified into severity groups using Equation (8) through 

Equation (10). 

𝑓(𝑠) = {

𝑆𝑒𝑣𝑒𝑟𝑒                     𝑖𝑓 𝑠 < 0.3
𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒    𝑖𝑓 0.3 ≤ 𝑠 < 0.5
𝑀𝑖𝑙𝑑                           𝑖𝑓 𝑠 ≥ 0.5

         (8) 

𝑓(𝑠) = {

𝑆𝑒𝑣𝑒𝑟𝑒                     𝑖𝑓 𝑠 < 0.4
𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒    𝑖𝑓 0.4 ≤ 𝑠 < 0.6
𝑀𝑖𝑙𝑑                           𝑖𝑓 𝑠 ≥ 0.6

         (9) 

𝑓(𝑠) = {

𝑆𝑒𝑣𝑒𝑟𝑒                     𝑖𝑓 𝑠 < 0.2
𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒    𝑖𝑓 0.2 ≤ 𝑠 < 0.5
𝑀𝑖𝑙𝑑                           𝑖𝑓 𝑠 ≥ 0.5

         (10) 

3.6 Model Training 
The training of the model is carried out in three major layers: 

i. Convolution Layer 

ii. Pooling Layer 

iii. Flattened and Fully Connected Layer 

Convolution Layer: A 3 x 3 filter is used to extract feature maps 

from the input matrix, during which the filter is multiplied by 

the pixels in the image vector and summed according to the 

formula in Equation (11). 

𝑥𝑗
𝑖 = 𝑓 (∑ 𝑥𝑖

𝑖−1

𝑖

∗ 𝑘𝑗
𝑖 + 𝑏𝑗

𝑖)                       (11) 

Where 𝑥𝑗
𝑖 is the output layer feature map, 𝑓(𝑥) is an activation 

function, “*” is a convolution operation of input 𝑥 of the map 

layer l; 𝑏𝑗
𝑖 is the coefficient of the layer 𝑙 for the feature map 𝑗.  

Multiple filters are applied into input matrix to obtain a layer 

of feature map. Rectified Linear (ReLU) activation function as 

defined in Equation 12 is applied to the convolution layer as an 

active function which introduces non-linearity into the model, 

helping it learn from complex data. 

𝑓(𝑥) = {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0

                                     (12) 

Pooling: Max-pooling depicted by Equation 13 used in 

reducing the spatial dimensions of the feature maps, while 

preserving the depth by selecting the highest value of the 

feature map, and provides the salient features was employed in 

this study. This works by dividing the input feature map into a 

set of non-overlapping regions, called pooling regions. Each 

pooling region is then transformed into a single output value, 

which represents the presence of a particular feature in that 

region. 

𝑌𝑖,𝑗 = 𝑚𝑎𝑥𝑚,𝑛𝑋𝑖∙𝑠+𝑚,𝑗∙𝑠+𝑛                                           (13) 

Where 𝑌𝑖,𝑗  is the output feature map at position (𝑖, 𝑗); 

𝑋𝑖∙𝑠+𝑚,𝑗∙𝑠+𝑛 is the input feature map value at position 

(𝑖 ∙ 𝑠 + 𝑚, 𝑗 ∙ 𝑠 + 𝑛), 𝑠 is the stride of the pooling operation; 𝑚 

and 𝑛 are indices that iterate over the pooling window, and 

𝑚𝑎𝑥 is the maximum operation applied over all the values 

within the pooling window. 

Flattening and Fully Connected Layer: After pooling, the 

feature map is processed through a flattening and fully 

connected layer. In this step, the pooled features are reshaped 

into a single column to be fed into the neural network. 

Subsequently, this flattened feature map is passed into the fully 

connected layer, where the network makes predictions based on 

the input. In the deep learning training model, a confirmed 

pneumonia chest X-ray image is classified into one of the label 

classes based on its severity group: Mild, Moderate, or Severe, 

as stated in Equations (8) to (10). 

3.7 Trained Model 
Here, a set of Test images will be passed through the trained 

model for model evaluation 

3.8 Classification Evaluation Matrix 
Four evaluation metrics Accuracy, Precision, Recall, and F1-

score with four indices, True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN) will be used 

in determining the performance of the deep learning model for 

pneumonia severity diagnosis, and these metrics are discussed 

below. 

Accuracy: Accuracy measures the proportion of correctly 

classified cases from the total number of objects in the dataset. 

It is computed by dividing the number of correct predictions by 

the total number of predictions made by the model, and 

computed as in Equation (14) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 
              (14) 

Precision: precision measures the model's ability to identify 

instances of a particular class correctly, and it is computed as 

in Equation (15) through Equation (17) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑖𝑙𝑑 =
𝑇𝑃𝑀𝑖𝑙𝑑

𝑇𝑃𝑀𝑖𝑙𝑑 + 𝐹𝑃𝑀𝑖𝑙𝑑
                                  (15) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑜𝑑 =
𝑇𝑃𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒

𝑇𝑃𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒 + 𝐹𝑃𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒
          (16) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑆𝑒𝑣 =
𝑇𝑃𝑆𝑒𝑣𝑒𝑟𝑒

𝑇𝑃𝑆𝑒𝑣𝑒𝑟𝑒 + 𝐹𝑃𝑆𝑒𝑣𝑒𝑟𝑒
                        (17) 

Recall: This measures the model's ability to identify all 

instances of a particular severity class, and it is computed as in 

Equation (18) through (20) 

𝑟𝑒𝑐𝑎𝑙𝑙𝑀𝑖𝑙𝑑 =
𝑇𝑃𝑀𝑖𝑙𝑑

𝐹𝑃𝑀𝑖𝑙𝑑 + 𝐹𝑁𝑀𝑖𝑙𝑑
                                         (18) 
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𝑟𝑒𝑐𝑎𝑙𝑙𝑀𝑜𝑑 =
𝑇𝑃𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒

𝐹𝑃𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒 + 𝐹𝑁𝑀𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒
          (19) 

𝑟𝑒𝑐𝑎𝑙𝑙𝑆𝑒𝑣 =
𝑇𝑃𝑆𝑒𝑣𝑒𝑟𝑒

𝐹𝑃𝑆𝑒𝑣𝑒𝑟𝑒 + 𝐹𝑁𝑆𝑒𝑣𝑒𝑟𝑒
                            (20) 

F1 score: This is the harmonic mean of the precision and recall 

of a specific severity class, and is computed as shown in 

Equation (21) through Equation (23) 

𝐹1𝑀𝑖𝑙𝑑 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑖𝑙𝑑 × 𝑟𝑒𝑐𝑎𝑙𝑙𝑀𝑖𝑙𝑑

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑖𝑙𝑑 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑀𝑖𝑙𝑑
                (21) 

𝐹1𝑀𝑜𝑑 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑜𝑑 × 𝑟𝑒𝑐𝑎𝑙𝑙𝑀𝑜𝑑

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑜𝑑 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑀𝑜𝑑
                 (22) 

𝐹1𝑆𝑒𝑣 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑆𝑒𝑣 × 𝑟𝑒𝑐𝑎𝑙𝑙𝑆𝑒𝑣

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑆𝑒𝑣 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑆𝑒𝑣
                     (23) 

Macro Averaging: This shows average performance across 

classes, treating each class as equally important. It is computed 

by Averaging the precision and recall across all classes to get 

the final macro-averaged precision and recall scores.  Equation 

(24) and Equation (25) shows Macro Averaged precision and 

recall calculation respectively. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑐𝑟𝑜−𝑎𝑣𝑔

=
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑖𝑙𝑑 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑜𝑑 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑆𝑒𝑣

3
 24 

𝑅𝑒𝑐𝑎𝑙𝑙𝑀𝑎𝑐𝑟𝑜−𝑎𝑣𝑔 =
𝑅𝑒𝑐𝑎𝑙𝑙𝑀𝑖𝑙𝑑 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑀𝑜𝑑 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑆𝑒𝑣

3
   25 

Macro-Average F1 Score: This computes a single model 

performance indicator by averaging the precision and recall 

scores of individual classes, and using the computed global 

precision and recall scores to compute global F1 score. Macro-

Average F1 score is computed using Equation (26). 

𝐹1 = 2 ×
𝐺𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝐺𝑟𝑒𝑐𝑎𝑙𝑙

𝐺𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝐺𝑟𝑒𝑐𝑎𝑙𝑙
                                  26 

Where  

𝐺𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑛
∑ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛;   𝐺𝑟𝑒𝑐𝑎𝑙𝑙 =

1

𝑛

𝑛
𝑖=1 ∑ 𝑟𝑒𝑐𝑎𝑙𝑙,𝑛

𝑖=1  

and 𝑛 = 𝑁𝑜 𝑜𝑓 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠𝑒𝑠  

TP (True Positive) is when a classifier correctly predicts the 

existence of a severity label. 

TN (True Negative) is when a classifier correctly predicts the 

in-existence of a severity label 

FP (False Positive) is when a classifier predicts a label that does 

not exist in the input image. 

FN (False Negative) is when a classifier misses a label that 

exists in the input image. 

4. CONCLUSION 
Existing work focuses on classifying chest X-ray images as 

either healthy or pneumonia-affected. This study proposes to 

address a more complex problem by classifying X-ray images 

into various severity levels, which will complement and 

improve priority decisions made by medical experts, with the 

ultimate aim of reducing the pneumonia mortality rate. In this 

paper, the Histogram of Oriented Gradients (HOG) feature 

descriptor, Pearson Correlation, and a Convolutional Neural 

Network (CNN) built from scratch are used to diagnose 

pneumonia severity levels in X-ray images. Although the 

model has not been fully implemented, it can aid radiologists 

in decision-making. For future work, the researchers plan to 

complete the model implementation on larger dataset for 

improved efficiency. 
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